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Abbildung 2 zeigt die Kommunikation zwischen Hauptprogramm, Visualisierungs-Plugins, Kommunikations-Plugins 
und Eventadmin-Plugin, sowie ihren Services. Das Hauptprogramm startet alle Plugins. Das kann in beliebiger Reihen-
folge geschehen, da jedes Plugin über eine eigene State-Maschine verfügt. Solange noch nicht alle benötigten Services 
initialisiert wurde, wartet jedes Plugin in einem „wait“ Status. Nach dem Starten der Visualisierungs-Plugins lädt das 
Hauptprogramm deren GUI Elemente in das GUI-Grundgerüst. Wurden mit dem DICOM Loader DICOM Daten gela-
den, wird das Service Tracker Objekt des Navigations Plugins benachrichtigt. Dadurch holt sich das Navigations-Plugin 
die DICOM Daten aus dem DICOM Daten Service Objekt. Erhält das Navigations-Plugin Tracker Koordinaten Events 
(also wenn die Tracker Kommunikation erfolgreich gestartet wurde), kann mit der Registrierung und anschließender 
Navigation im Navigations-Plugin begonnen werden. Von dem Prozess unabhängig, bekommt das Stereo-Mikroskop 
Plugin den Video-Stream als GUI Element, sobald die Mikroskop-Kommunikation initialisiert wurde. 

4 Diskussion

Im Vergleich zu umfassenden Toolkits im CAS Bereich bietet das Common Toolkit eine kurze Einarbeitungszeit. Ob-
wohl beispielsweise MITK [2] auf CTK basiert, ist seine Verwendung wegen seines extensiven Funktionsumfangs mit 
hohem Aufwand verbunden. Im Gegensatz dazu erlaubt das CTK Plugin Framework eine effektive Entwicklung von 
Prototypen und Demos. Plugins können dabei dank einer service-basierten Kommunikation einfach ausgetauscht oder 
wiederverwendet werden. Etwaige benötigte Funktionen (z.B. Segmentierung/Registrierung, State-Maschinen) können 
durch Einbindung von bekannten Bibliotheken wie z.B. ITK [5] oder Qt [6] verwendet werden.  

Die vorgestellte Demo Applikation repräsentiert ein einfaches Beispiel für Standardnavigation unter Verwendung des 
Common Toolkits. Durch dessen Implementierung wurde bewiesen, dass CTK im CAS Bereich verwendet werden 
kann. Dank des öffentlich verfügbaren Quellcodes bietet die Demo eine Hilfestellung bei der Entwicklung mit dem 
CTK Plugin Framework. 

5 Zusammenfassung

In diesem Beitrag wurde Bezug auf diese Probleme genommen, und eine Einführung in das CTK Plugin-Framework 
gegeben. Dieses ermöglicht die Erstellung von modularen CAS Anwendungen und die Einbindung von externen Biblio-
theken um den Funktionsumfang zu erweitern, ohne auf größere Frameworks zurückgreifen zu müssen. In Abschnitt 2 
wurde die Erstellung von Plugins beschrieben, sowie deren Kommunikation mittels Services und Plugins. Um den Ein-
stieg in das CTK Framework zu erleichtern, und dessen Einsatz im CAS Bereich zu überprüfen, wurde eine Demo-
Applikation für Standardnavigation erstellt, die in Abschnitt 3 vorgestellt wird.  

Der Quellcode der Demo-Applikation, Minimalbeispiele für Plugins, und ein Tutorial stehen auf www.voxelmaster.at 
frei zur Verfügung. Unter Verwendung dieser Hilfestellungen kann die Entwicklungen von CAS Anwendungen einfa-
cher und effizienter gestaltet werden können. 
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Abstract:
 
In general, minimally invasive procedures are less stressful for the patient. However, the surgeon does not have a clear 
view of the surgical field. Technical systems could assist the surgeon in orientation based on preoperative images. We 
developed a surgical assistance system for Transcatheter Aortic Valve Implantation to address these issues. The system 
is based on a Magic Lens concept. It combines tracking technology and visualization on a mobile display in real-time. A 
prototype was implemented to demonstrate the context and focus dependent presentation of patient information. The 
system allowed an intuitive interaction with preoperatively acquired patient data during the intervention. 
A preliminary user study with seventeen cardiac surgeons was conducted to evaluate the interaction concept and poten-
tial acceptance of such a system. The study results indicated the strong potential of the proposed concept and provided 
important hints for further development of the technique. 
 
Schlüsselworte: Surgical assistance system, Aortic Valve replacement, Augmented Reality, Magic Lens

1 Introduction 

The amount of minimally invasive procedures increased significantly in recent years in several clinical disciplines. In 
cardiac surgery, more than sixteen thousand aortic valve replacements are performed in Germany per year. Approxi-
mately thirty percent of the interventions were performed as Transcatheter Aortic Valve Implantation (TAVI) [1, 2]. In 
general, minimally invasive procedures are less stressful for the patient. However, the surgeon does not have a clear 
view of the surgical field. Technical systems could assist the surgeon in orientation based on preoperative images. Tech-
niques of Augmented Reality might be used in surgical assistance systems to allow easy interaction with preoperative 
data in direct relation to the surgical area. We propose a novel surgical assistance system to address these issues with 
focus on access planning. The clinical use case of TAVI was used to demonstrate the feasibility of the concept. 

2 Material and Methods 

The developed assistance system was based on the concept of a Magic Lens. The Magic Lens Paradigma was published 
by Bier et al. [3] in 1993 for graphical user interface elements. Later, physical lenses [4] and extension to the Magic 
Lens concept [5] were proposed. A Magic Lens provides additional information in relation to its position and the object 
of interest. The visualization of the information basically depends on context and focus. This is common to many Aug-
mented Reality applications using head-mounted displays [6] and video overlays [7]. However they do not provide tac-
tile interaction. 
The surgical situation, the patient and its anatomy were the context of the assistance system. Hence, the visualization 
focused on blood vessels, the heart and other relevant anatomical structures. These structures were not directly visible to 
the surgeon but were additional information to be displayed by the Magic Lens. The visualization was designed to be 
focus dependent. By means of that, the lens should be able to display information in relation to the patient and with re-
spect to the view of the surgeon. This allowed a direct mental integration of the virtual and real patient anatomy. 
Several requirements that need to be fulfilled for context and focus dependence were identified. The system needed to 
combine tracking and visualization in real-time. The focus aspect required a stable, accurate tracking of the lens and a 
marker-free, robust tracking of the surgeon. Additionally, the system needed to cope with multiple persons and partial 
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occlusion in the field of view. The visualization on the lens display finally combined the tracking information with pre-
operative patient data, i.e. CT, to provide a real-time rendering that respects the field of view of the surgeon. The con-
text aspect required a clear visualization of the patient anatomy. Especially, occlusion of anatomical structures had to be 
resolved by adapted visualization techniques. Furthermore, an easy adaptation of the visualization to different surgical 
tasks was required. The Magic Lens system was designed for transfermoral as well as transapical approaches. Hence, 
the visualization had to address various surgical issues: provide an overview, present structure and course of vessels in 
relation to bone structures and show calcifications. 
Preoperatively, a segmentation of the patient image data had to be generated including all relevant anatomical struc-
tures. Skin, bones, heart and main vessels with calcifications were required at least. Additional segmentations could be 
displayed if present. However, the preoperative pipeline is currently not in the focus of the project. A freely available 
dataset of the Institute of Research against Digestive Cancer at the University of Strasbourg was used for development 
and evaluation. 
The intraoperative setup consisted of three major components: A tracking system, a workstation and an active display 
used as a lens. An accurate tracking of the lens and a robust tracking of the surgeon were required. Markers were not 
applicable for person tracking in the OR. Hence, a standard marker based tracking (NDI Polaris) was combined with a 
consumer Time-of-Flight camera (Microsoft Kinect). Both devices were attached and registered to each other. This al-
lowed a marker-based lens tracking and a robust surgeon tracking in a shared coordinate system. The acquired tracking 
data were streamed to the workstation using a TiCoLi based OR bus implementation [8]. The workstation calculated the 
view to be rendered on the lens display. Thereto the tracking data were combined with a patient registration and the dis-
play size to generate a sheared camera in the virtual patient anatomy scene. The rendered image was streamed to the 
lens over a wireless network and displayed there. 
The visualization pipeline was implemented based on the Visualization Toolkit (VTK). The reconstructed 3D models of 
the anatomical structures were used to render the view of the Magic Lens. Four presets were defined to adapt the visual-
ization to the surgical situation. The default preset showed all available models of anatomical structures to provide an 
overview. None of the structures, except the skin, were displayed opaque for a clear presentation of their position to one 
another. 

The transapical preset focused on the apex of the heart. The 
bones and the apex were displayed opaque whereas all the other 
structures were displayed semi-transparent. The visualization 
was combined with silhouette rendering to support the differen-
tiation of structures and depth impression. A detail of the patient 
model displayed semi-transparent with silhouettes is depicted in 
figure 1. 
The transfemoral preset was designed to present the vascular 
system. The vessels and the bones were rendered opaque. The 
rest of the structures were displayed semi-transparent again with 
silhouettes. This allowed a clear view on the vascular structures 
and their course. The preset was useful if the vessel planned for 
access could not be palpated manually. 

Figure 1: Semi-transparent rendering with silhouettes. 
 
Finally, a calcification preset was defined. The preset emphasized the calcifications with semi-transparent vessel struc-
tures. Heavy calcification at the incision is a risk factor for transcatheter procedures. Hence, the calcification preset 
supported finding a suitable incision point. 
The selection of anatomical structures to display as well as all their visualization parameters, including color, opacity 
and silhouettes could be intraoperatively changed at the workstation. However, a sterile interaction was required for the 
surgeon. The surgeon could directly control the focus by lens and head movement. The person with a hand closest to the 
lens was expected to be the one interacting with the lens. The visualization was automatically adapted to the corre-
sponding viewpoint. This increased the flexibility because it was possible to hand over the lens. 
Additionally, the lens itself had a touch display to grab user input. The interaction needed to be simple and intuitive. 
Hence, the display was split into three areas. The presets could be changed at the left and right borders, switching for-
ward and backward through the four presets. At the center of the display, the surgeon could toggle another mode. The 
mode allowed setting a clipping plane by moving the lens. The dataset, except the vessels and the heart were clipped 
transversal. This provided an additional possibility to avoid disturbing occlusions. 
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Finally, a calcification preset was defined. The preset emphasized the calcifications with semi-transparent vessel struc-
tures. Heavy calcification at the incision is a risk factor for transcatheter procedures. Hence, the calcification preset 
supported finding a suitable incision point. 
The selection of anatomical structures to display as well as all their visualization parameters, including color, opacity 
and silhouettes could be intraoperatively changed at the workstation. However, a sterile interaction was required for the 
surgeon. The surgeon could directly control the focus by lens and head movement. The person with a hand closest to the 
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3 Results 

A prototype of the Magic Lens for cardiac surgery was implemented. The setup in the demonstration OR is shown in 
figure 2 on the left. The infrared tracking camera with the attached Microsoft Kinect (A) is shown in the background. 
Next to that, the graphical user interface of the workstation (B) is visible. The lens (C) is implemented using a tablet lo-
cated at the patient dummy (D). 
 

Figure 2: The technical setup of the Magic Lens (left) and an image with person tracking (right). 
 
The right hand side of figure 2 shows an image of the Microsoft Kinect camera with the tracked skeleton of the user. 
The lens view adapted to the users head and lens movements in real-time on standard hardware. The view also sheared 
according to the viewing angle of the user. Hence, the Magic Lens system provided the field of view the user would 
have through the lens. The person tracking was very robust against partial occlusion caused by the OR table and the pa-
tient. Additionally, the marker-based tracking of the lens was very stable. The mobile view practically did not show any 
disturbing jitter. A photo of the Magic Lens in use and the corresponding visualization with the default preset is depicted 
in figure 3. 
 

 
Figure 3: Photo of the Magic Lens in use (left) and the corresponding visualization (right). 
 
A preliminary user study was conducted to evaluate the potential of the proposed intraoperative assistance. Seventeen 
cardiac surgeons from the Herzzentrum Leipzig tested the prototype under laboratory conditions. A subsequent ques-
tionnaire focused on visualization quality, user interaction and general acceptance. Visualization and interaction were 
rated well on average. All surgeons indicated they would use such a type of assistance system at least in complicated 
cases. However, the results also indicated additional features that might be useful, such as see-through functionalities 
and overlay with preoperative planning data [9] and intraoperative imaging modalities. 
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4 Discussion 

We proposed a novel surgical assistance system for minimally invasive cardiac surgery based on the concept of a Magic 
Lens. The current prototype provided context and focus dependent anatomical information to the surgeon. Thus, it ful-
filled the two basic requirements of the Magic Lens concept. The prototype demonstrated a way of interactive integra-
tion of preoperative patient data into the surgical area. The interaction is intuitive and reduces the workload for the sur-
geon to mentally integrate the information, in contrast to common stationary systems. However, there are still some lim-
itations that need to be overcome. The preoperative segmentation workload needs to be reduced for clinical routine. 
Additionally, a surface-based registration technique is required because of the lack of stable anatomical landmarks. 
Nonetheless, the preliminary user study indicated the potential usefulness of the proposed concept. The intuitive way of 
interaction by movements and switching through the presets contributed to the acceptance of the designed system. The 
next important step for use in operating rooms will be an enhanced patient registrations and accuracy measurements. 

5 Conclusion 

The implemented assistance system demonstrates a promising approach to interact with preoperative patient datasets 
during the intervention. The surgeon directly interacts with the data in an intuitive way. The surgeon is relieved of the 
task of integrating the data with the surgical area mentally. Thus, the system might contribute to patient safety, if the ad-
ditional workload can be minimized to allow the use in clinical routine. Although the prototype was designed for mini-
mally invasive cardiac surgery, the basic concept can be applied to different use cases in several clinical disciplines. 
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