Hipi, as alternative for satellite images processing
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Abstract

These days, in different fields of both in-
dustry and academia, large amounts of
data is generated. The use of several
frameworks with different techniques is
essential , for processing and extraction of
data. In the remote sensing field, large vol-
umes of data are generated (satellite im-
ages) over short periods of time. Infor-
mation systems for processing these kind
of images were not designed with scalable
features. In this paper, we present an ex-
tension of the HIPI framework (Hadoop
Image Processing Interface) for process-
ing satellite image formats.

KeyWords: Big Data, Remote Sensing,
Hadoop, HIPI, MapReduce, Satellite Images

1 Introduction

The field of remote sensing is helpful in different
areas of both industry and academia, because it
uses images of the earth’s surface that are acquired
from different sources like antennas and satellites,
which provide increasingly better image resolu-
tion as technology advances. Nowadays, several
open source frameworks are available to process
big data, such as Hadoop (Shvachko et al., 2010),
H20 (0Oxdata:H20, 2015), Spark (Apache:Spark,
2015), etc., which are used for distributed and par-
allel processing of large volumes of data. HIPI
(Hadoop Image Processing Interface) is an im-
age processing library designed to be used with
the Apache Hadoop MapReduce parallel program-
ming framework. HIPI facilitates efficient and
high-throughput image processing with MapRe-
duce style parallel programs typically executed on
a cluster. In the present work the HIPI library was
modified, giving additional functionalities to read
and process the GeoTIFF format (format provided
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by USGS -United States Geological Survey- for
Landsat satellite images).

2 State of the Art

There are different techniques used for image clas-
sification in semantic taxonomy categories such as
vegetation, water, etc. (Codella et al., 2011), how-
ever these methods don’t consider scalability as
part of its solutions, Noel C. F. Codella et. al.. In
Wanfeng Zhang, et. al. (Zhang et al., 2013) An
infrastructure for massive processing of satellite
images in a multi-dataCenter environment, con-
sisting of a DataCenter, where Access Security,
Information Service and strategy Scheduling for
data management us introduced. It’s important to
consider HIPI (Sweeney et al., 2011) as a state of
the art, extensible library for image processing and
computer vision applications, which helps to avoid
the problem of small files and achieving improve-
ments in memory and response time.

3 Proposal

That is why this paper is a modification of HIPI, to
extends its functionality to work with TIFF images
or GeoTIFF type. To achieve this, we proceeded
as follows:

* It was decided to use the Tiff format from
satellite images obtained from the USGS
since this format unlike others has no com-
pression or data loss (Adobe, 1992).

e JAI API was chosen to read and write the
chosen format, JAI has more codecs and fea-
tures available that can be useful for reading
multiple formats.

* Classes needed to upload, encode and decode
images of Tiff type were modified.

Based on the tests, the possibility of using HIPI for
processing multispectral and hyperspectral images



was analyzed. For such images, operations such as
PCA are important to process all spectral bands, it
is proposed to keep them in the same zip file, or
as different images belonging to a ziff format, and
then decode and interpret as a conventional multi-
band image.

4 Experiments

The experiments were performed on a Local Het-
erogeneous Cluster depicted in Table 1 where the
characteristics of slaves and master are shown. We
used satellite images from LandSat 7, only consid-
ering the first 4 bands so we compressed a satellite
image in .zip then we used the .zip up to 0.5GB,
1GB, 5GB and 10GB. The algorithm was tested
about the average of channels which is explained
in the official website of HIPI. In each task map,
we iterated over each read of band of satellite im-
age as Floatlmage, added each value of pixel de-
pending of channel then divided for number of
pixels (width x height) and returned the key of the
satellite image and array of data calculated. In
each reduce task, we only calculated the average
of the average of channels from each satellite im-
age.

Node | characteristics

master | Core i7, RAM 8GB, Disk 100GB,
S.0 Ubuntu 64 bits

slave 1 | Core i7, RAM 8GB, Disk 100GB,
S.0 Ubuntu 64 bits

slave 2 | Core 2 Duo, RAM 4GB, Disk
100GB, S.0 Ubuntu 64 bits

slave 3 | Core 2 Duo, RAM 4GB, Disk
100GB, S.0 Ubuntu 64 bits

Table 1: Characteristics of the cluster

In Table 2 shows in axis x the amount of data in
GBs and in y axis the execution time. The Hadoop
configuration was 1 replication of data, chunks of
32MB, 64MB and 128MB, 4096MB in memory
for task reduce and map. The java virtual ma-
chine for task reduce and map was configured with
4096MB at the most.

5 Conclusions

Based on the review conducted and theoretical ex-
perimental tests HIPT modified version of the arti-
cle concludes as follows: It is possible to perform
various image processing operations, such as fil-
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ters, variance, clustering or dimensionality reduc-
tion by using the MapReduce algorithm and also
while the information in compressed format oc-
cupies less space, this does not necessarily mean
faster times when processing, since the matrix cal-
culations are done on the same decompression.
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