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Abstract. In this work we leverage crowdsourcing in connection with
machine learning techniques to validate candidate ICD10 Code to UMLS
concept relationships that we generate. Our immediate use is in natural
language understanding and machine learning approaches to automati-
cally code electronic health record documents with ICD codes. Beyond
auto-coding, the relationships will aid a wide variety of future medical
applications, such as terminology-driven search in support of smart med-
ical assistants.

1 Introduction

One of the current challenges in the domain of clinical informatics is improving
upon the quality and coverage of equivalence and compositional relationships
between medical terminologies found in the Unified Medical Language System
(UMLS) [2]. Crowdsourcing has proven a vital resource for this sort of annota-
tion, for example, in an effort to identify relations in clinical documents [1]. In
this work we aim to improve the International Classification of Disease, Clini-
cal Modification (ICD10-CM) auto-coding of electronic health records (EHRs)
by leveraging crowdsourcing in connection with machine learning techniques to
validate generated relationships linking ICD10 CM codes to concepts of termi-
nologies included in UMLS. While there exists effort elsewhere for generating
such relationships [4], the results focus on equivalence relationships and driven
by lexical matching, whereas our work covers EHR corpus-driven candidate gen-
eration, and includes taxonomic, equivalence, and other direct relationships (e.g.,
‘finding site’, ‘diagnostic procedure for’) that directly hold between concepts and
clinical situations represented as ICD codes.

2 Workflow

Initially, EHRs manually annotated with gold standard ICD-10 CM Codes are
also annotated for UMLS concepts, and the code-concept pairs are processed
for pointwise mutual information (PMI) across a corpus [3]. We consider PMI
scores, as well as concept counts and pair count as thresholds for determining
the set of pairs for submitting for crowdsourcing using Amazon’s Mechanical
Turk. The use of similarity (e.g., lexical, semantic) measurements is planned to
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Fig. 1. Overall Workflow

assist filter candidates, and as features for training a machine learning model
that will identify the relationship (if it exists) between an arbitrary ICD10 CM
code and concept.

Once we have trained our probabilistic model with crowdsourcing results, we
use the results to predict whether the candidate pairs that have not yet been
crowd-sourced are valid or not (using PMI and other measures as features, and
results of the crowd as labeled data). In the initial phase, we leverage subject
matter experts’ knowledge to validate the crowdsourced judgments. Thus the
crowdsourcing data is used for two purposes: training the probabilistic model
and for final judgments. As similarity measures are developed further within the
project, they can be used as additional features to identify candidates to crowd
source or serve as relationships. Table 1 shows three pairs examples. The overall
workflow is illustrated in Figure 1.

Table 1. Example Candidate Code-Concept Pairs

CM Code Concept Concept Type PMI Pair
Count

Concept
Count

Tinnitus, unspecified ear
(H93.19)

Rinne test
(C0278245)

Diagnostic
Procedure

2.26 11 163

Localized swelling, mass
and lump, neck (R22.1)

Stereotactic Imaging
(C0729296)

Diagnostic
Procedure

1.80 21 433

Aortic aneurysm of unspe-
cific site, without ruptured
(I71.9)

Repair of Aneurysm
(C0189661)

Preventative
Procedure

2.13 11 559
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Fig. 2. Example Questions Published on Mechnical Turk.

3 Designing Questions for the Crowd

In order to determine how best to formulate natural language questions to ask
as to the direct relationship between a code (i.e., clinical situation) and a con-
cept, we consider the UMLS semantic type, based primarily on the following:
Disorders, Body Parts, Procedures, and Findings. For example: if the concept is
a disorder, the question options pertain to the taxonomic relation “isa”; if the
concept is a body part, the question pertain to whether it is the finding site of
the disorder; if the concept is a diagnostic procedure, the questions pertain to
whether the procedure is used to diagnose the disorder. Note then, that the rela-
tionships are both taxonomic, compositional, and other direct relations, therefore
supporting structured knowledge source applications. Example questions posed
to Mechanical Turk workers are given in Figure 2.

4 Evaluation And Future Steps

For evaluating our results, we consider majority for confirming a specific answer,
and consensus for confirming negation (i.e., none of the above answer) is accu-
rate. We are in the process of adjusting parameters (pay, questions per task,
qualification questions, assignment duration, auto-approval). Our next steps in-
clude performing analyses for evaluation techniques for workers, answers, and
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question quality. This is useful since disagreement is oftimes signal and not noise
[1]. We aim to increase the volume of results by increasing pay and comparing
results against another crowsourcing platform, CrowdFlower. As for utility, we
will investigate which code-to-concept pairs are directly useful in our rule-based
systems, and which are useful primarily for machine learning approaches for
auto-coding.

5 Vision and Impact

The improved ICD-10 to UMLS relationships generated by our crowd-sourcing
approach will result in less noisy and more robust structured knowledge. It will
enable the use of these relationships are rules as well as evidence for auto-coding
ICD 10 CM. Also, such knowledge will support future medical applications aimed
at aiding practitioners and patients alike. Use of knowledge representation for
building medical expert systems for diagnosis has been well explored (for a re-
view of techniques, see[6]). The number of structured platforms for patient-
oriented smart medical assistants is also growing, for example [5, 7]. All of these
applications using structured knowledge approaches stand to benefit from our
crowd-sourced relationships.
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