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Abstract. Issues that are related to decision making that is based on dispersed
knowledge are discussed in the paper. A system, that was proposed in the article
[12], is used in this paper. In the system the process of combining classifiers in
coalitions is very important and negotiation is applied in the clustering process.
The main aim of the article is to compare the results obtained using five different
methods of conflict analysis in the system. All these methods are used if the
individual classifiers generate probability vectors over decision classes. The most
popular methods are considered: a sum, a product, a median, a maximum and a
minimum rules. In the paper, tests, which were performed on data from the UCI
repository, are presented. The best methods in a particular situation are indicated.
It was found out that some methods do not generate satisfactory results when
there are dummy agents in a dispersed data set. That is there are undecided agents
who assign the same probability value to many different decision values.
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1 Introduction

The effectiveness of decision making based on dispersed knowledge is an increasingly
vital issue. When important economic, medical, enterprise management, business and
risk assessment or political issues are to be resolved, groups rather than individuals
are employed to make high-quality decisions. Compared to individual decision makers,
groups have access to more and a broader range of information, which is distributed
among group members. So making decisions based on dispersed knowledge is more
difficult, demanding and requires new methods of inference. In this paper an approach
proposed in the article [12] is used to make decisions on the basis of dispersed knowl-
edge. The aim of the paper is to investigate the use of five selected conflict analysis
methods in the system with dynamically generated clusters. The problem of conflict
analysis arises because the inference is being conducted in groups of knowledge bases.
Five methods known from the literature [3, 5, 6] were used to conflict analysis: the sum
rule, the product rule, the median rule, the maximum rule and the minimum rule.
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Several attempts have already been made to solve the problem of decision making
that is based on dispersed knowledge, group decisions and negotiations. In the paper
[1], a group decision-making (GDM) problem in which linguistic information is used
is considered. The method, which is based on granular computing and pairwise com-
parisons, was used to consider GDM situations that were defined in heterogeneous con-
texts, that is, situations in which the experts have different backgrounds and levels of
knowledge about the problem. A discussion of pairwise comparisons of objects was
presented in the paper [4]. The concept of distributed decision-making is widely dis-
cussed in the papers [13, 14]. In addition, the problem of using distributed knowledge is
discussed in many other papers [2, 15, 16]. In the paper [18], an approach was proposed
in which many classifying agents are generated by using fast approximation heuris-
tics, after which a classification system is constructed by selecting the optimal subset
of agents. This paper describes a different approach to the global decision-making pro-
cess. We assume that the set of local knowledge bases that contain information from
one domain is pre-specified. The only condition which must be satisfied by the local
knowledge bases is to have common decision attributes.

2 A Brief Overview of a Dispersed Decision-Making System

The concept of a dispersed decision-making system is being considered by the author
for several years. In the first stage of studies the considerations were directed to a sys-
tem with a static structure [10, 17]. In recent papers a system with a dynamic structure
has been proposed [11, 12]. During the construction of this system’s structure a negoti-
ation stage is used. The main assumptions, notations and definitions of the system are
described below. A detailed discussion can be found in the paper [12].

We assume that the knowledge is available in a dispersed form, which means in a
form of several decision tables. Each local knowledge base is managed by one agent,
which is called a resource agent. We call ag in Ag = {ag1,...,ag,} a resource agent
if he has access to resources represented by a decision table D,g 1= (Uyg, Aag, dag)s
where U, is a finite nonempty set called the universe; A4 is a finite nonempty set
of conditional attributes, Va‘fq is a set of attribute a values; d,q is referred to as a
decision attribute, Vadg is called the value set of d,,. We want to designate homoge-
neous groups of resource agents. The agents who agree on the classification for a test
object into the decision classes will be combined in the group. It is realized in two
steps. At first initial coalitions are created. Then the negotiation stage is implemented.
These two steps are based on the test object classification carried out by the resource
agents. For each agent the classification is represented as a vector of values, whose
dimension is equal to the number of decision classes. This vector will be defined on
the basis of certain relevant objects. That is the objects from the decision tables of
agents that carry the greatest similarity to the test object. From decision table of re-
source agent D,q,a9 € Ag and from each decision class, the smallest set contain-
ing at least m; objects for which the values of conditional attributes bear the greatest
similarity to the test object is chosen. The value of the parameter m; is selected ex-
perimentally. Then for each resource agent ¢ € {1,...,n} and the test object z, a
c-dimensional vector [fi; 1 (), ..., [li (x)] is generated. The value fi; ;(x) is equal to
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the average value of the similarity of the test object to the relevant objects of agent ag;,
belonging to the decision class v;. In the experimental part of this paper the Gower
similarity measure [11] was used. This measure enables the analysis of data sets that
have qualitative, quantitative and binary attributes. On the basis of the vector of val-
ues defined above, a vector of the rank is specified. The vector of rank is defined as
follows: rank 1 is assigned to the values of the decision attribute that are taken with
the maximum level of certainty. Rank 2 is assigned to the next most certain decisions,
etc. Proceeding in this way for each resource agent ag;,i € {1,...,n}, the vector of
rank [7; 1(x), ..., 7 o(z)] will be defined. In order to create clusters of agents, rela-
tions between the agents are defined. These definitions were taken from the papers of
Pawlak [8,9]. Relations between agents are defined by their views on the classifica-
tion of the test object x to the decision class. We define the function ¢y for the test
object 2 and each value of the decision attribute v; € V4; oy, + Ag x Ag — {0,1}
¢y, (agi, agr) = {(1) i£ ;ngg y ;ngg where ag;,agr € Ag. We also define the
intensity of conflict between agents using a function of the distance between agents.

We define the distance between agents p” for the test object a: p* : Ag x Ag — [0, 1],
> . cvd Py (agiagr)
o (ags, ag) = Je‘c/a'r'd{JVd} ,where ag;, agr € Ag.

Definition 1. Let p be a real number, which belongs to the interval [0,0.5). We say
that agents ag;,agr, € Ag are in a friendship relation due to the object x, which is
written R™ (ag;, agy), if and only if p*(ag;, agr) < 0.5 — p. Agents ag;, agy € Ag are
in a conflict relation due to the object x, which is written R~ (ag;, agy), if and only if
p*(ag;,agr) > 0.5 + p. Agents ag;, agi, € Ag are in a neutrality relation due to the
object x, which is written R°(ag;, agy), if and only if 0.5—p < p®(ag;, agr) < 0.5+p.

By using the relations defined above we can create groups of resource agents, which
are not in conflict relation. The initial cluster due to the classification of object x is
the maximum, due to the inclusion relation, subset of resource agents X C Ag such
that Vg4, ag.ex R (ag:,agy). In the second stage of clustering, limitations imposed
on compatibility of agents are relaxed. We assume that during the negotiation, agents
put the greatest emphasis on compatibility of ranks assigned to the decisions with the
highest ranks. We define the function ¢ for the test object z; ¢ : Ag x Ag — [0, 00)

S esign,, 171 @) =75, @)

v&(agi,agj) = card(Signi T where ag;,ag; € Ag and Sign; ; C V% is
the set of significant decision values for the pair of agents ag;, ag;. In the set Sign; ;
there are the values of the decision, which the agent ag; or agent ag; gave the highest
rank. During the negotiation stage, the intensity of the conflict between the two groups
of agents is determined by using the generalized distance. The generalized distance
between agents for the test object x is denoted by pZ; p& : 249 x 249 — [0, 00).
The value of the generalized distance function for two sets of agents X and Y is equal
to the average value of the function ¢Z, for each pair of agents ag, ag’ belonging to
the set X U Y. This value can be interpreted as the average difference of the ranks
assigned to significant decisions within the combined group of agents consisting of the
sets X and Y. For each agent ag that has not been included to any initial clusters,
the generalized distance value is determined for this agent and all initial clusters, with
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which the agent ag is not in a conflict relation and for this agent and other agents
without coalition, with which the agent ag is not in a conflict relation. Then the agent
ag is included to all initial clusters, for which the generalized distance does not exceed
a certain threshold, which is set by the system’s user. Also agents without coalition,
for which the value of the generalized distance function does not exceed the threshold,
are combined into a new cluster. After completion of the second stage of the process
of clustering we get the final form of clusters. For each cluster, a superordinate agent
is defined, which is called a synthesis agent, as;, where j- number of cluster. As, is
a finite set of synthesis agents defined for the clusters that are dynamically generated
for test object x. Next, an approximated method of the aggregation of decision tables
have been used to generate decision tables for synthesis agents (see [10—12] for more
details). Based on these aggregated decision tables global decisions are taken using the
methods of conflict analysis.

3 Methods of Conflict Analysis

In this article, we use five different methods of conflict analysis: the sum rule, the prod-
uct rule, the median rule, the maximum rule and the minimum rule. These are well
known and commonly used methods in group decision-making problems. They are dis-
cussed by various authors [3, 5-7]. The methods, that are used in this article, are simple,
have low computational complexity and are easy to implement. These methods require
no training and all classifiers are treated equally. In some applications, it may be unde-
sirable, because the methods do not take into account the differences in the individual
classifier capabilities. But, as we know from the literature, it is somewhat surprising to
see how well these simple aggregation rules compete with the more sophisticated ones.
The novelty that is proposed in this article involves the use of these five methods in a
dispersed decision-making system that was briefly described above. All these methods
are used if the individual classifiers generate vectors of probabilities instead of unique
class choices. Therefore at first, on the basis of each aggregated decision table a vector
of probabilities is generated. A c-dimensional vector of values [t 1(), . .., itjc(x)] is
generated for each j-th cluster, where c is the number of all of the decision classes. This
vector will be defined on the basis of relevant objects. From each aggregated decision
table and from each decision class, the smallest set containing at least mso objects for
which the values of conditional attributes bear the greatest similarity to the test object
is chosen. The value of the parameter m is selected experimentally. The value 1 ; ()
is equal to the average value of the similarity of the test object to the relevant objects
form j-th aggregated decision table, belonging to the decision class v;. In this way, for
each cluster the vector of probabilities is generated.

In the paper [6], it was proposed that the classifier outputs can be organized in a
decision profile (DP) as the matrix. This is very clear and transparent way of classifiers
outputs presentation. The decision profile is a matrix with dimensions card{As,} x c,
where As, is a finite set of synthesis agents defined for the test object x and c is the
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number of all of the decision classes. The decision profile is defined as follows

,u1,1(90) ce ﬂl,i(x) s Ml,c(l“)
DP(x) = e

Mcard{Asx},l(l') e /J/card{Asz},i(x) e ,uca'rd{Asz},c(x)

The j-th row of the matrix saves the output of j-th synthesis agents and the i-th column
of the matrix saves support from agents As, for decision class .

The sum rule

The sum rule consists in the designation for each decision class the sum of the prob-
ability values assigned to this class by each cluster. The set of decisions taken by the
dispersed system is the set of classes which have the maximum of these sums. Thus,
the set of global decisions that are generated using the sum rule is defined as follows

Ay pnn (2) = argmaiequ,...cp { Tpmy ) @)},

The product rule

In the product rule for each decision class the product of the probabil-
ity values is determined. The set of decisions taken by the dispersed sys-
tem is the set of classes which have the maximum of these products

dWSDdyw( T) = argmax;e(1, . c} {Hcmd{Aé’}uﬂ )}. The approach, that is used

in this paper, has a small modification. The product rule is very sensitive to the most
pessimistic prediction result of the base classifier. The worst is the situation in which
one of the classifiers generate, for several decision classes, probability equal to 0. This
situation is called a veto mechanism - one classifier is decisive. To eliminate this draw-
back, a rule was adopted, that if the probability for the decision class is equal to O, then
the values of probabilities are multiplied by 10~ instead of 0.

The median rule

In the median rule for each decision class the median value of the probability values
is determined. The median can be found by arranging all the values from lowest value
to highest value and picking the middle one. If there is an even number of values, the
median is defined to be the mean of the two middle values. The set of decisions taken
by the dispersed system is the set of classes which have the maximum of these medians

dWSDi'qgn () = arg ?ax {medle{l Lcard{Asc}} Mii(X )}

.....

The maximum rule and the minimum rule

The maximum rule and the minimum rule consist in the designation for each deci-
sion class the maximum or the minimum value of the probability values assigned
to this class by each cluster. The set of decisions taken by the dispersed system is
the set of classes which have the maximum of these values. Thus, the sets of global
decisions that are generated using these methods are defined as follows: the maxi-

mum rule d d;n T) = arg max max () ¢, the minimum rule
WD, ( ) ge{l {je{l,..‘,card{AsI}} MJ7Z( )}’

/Jj,z'(x)}-

d n () =
WSDy" (@) = arzge?llax,c}{je{l..“,rcrzlzrd{ASm}}

Example 1. Consider a dispersed decision-making system in which there are three de-
cision classes V¢ = {v;,v2,v3} and, for a given test object, the set of synthesis agents
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consists of five agents. We assume that the decision profile is as follows:

0.50.40.3
0.20.30.1
DP(z) = |0.60.40.2
0.40.50.4
0.50.6 0.3

Applying each of the methods columnwise, we obtain as a result the vectors and the sets

of global decisions. The sum rule: [2.2,2.2,1.3], d (z) = {wv1,v2}; the prod-

uct rule: [0.012,0.014,0.001], d

wsDg"
WsDn (x) = {v2}; the median rule: [0.5,0.4,0.3],
JWSDjygn (x) = {v1}; the maximum rule: [0.6,0.6,0.4], cZWSD%;n (x) = {v1,v2}; the

minimum rule: [0.2, 0.3, 0.1], dy;, g pavn (¥) = {va}. As can be seen, these methods pro-
Ag

vide different results, and sometimes more than one decision value is generated. This
ambiguity of the methods are discussed in more detail in the next section.

4 Results of Experiments

The aim of the experiments is to compare the quality of the classification made by the
dispersed decision-making system using five the most popular methods of combining
the prediction’s results when vectors of probabilities are generated by the base classi-
fiers. The sum, the product, the median, the maximum and the minimum rules were
considered. For the experiments the following data, which are in the UCI repository
[19], were used: Soybean Data Set and Vehicle Silhouettes data set. In order to deter-
mine the efficiency of inference of the dispersed decision-making system with respect
to the analyzed data, the Vehicle Silhouettes data set was divided into two disjoint sub-
sets: a training set and a test set. The Soybean data set is available on the UCI repository
website in a divided form: a training and a test set. A numerical summary of the data
sets is as follows: Soybean: # The training set - 307; # The test set - 376; # Condi-
tional - 35; # Decision - 19; Vehicle Silhouettes: # The training set - 592; # The test
set - 254; # Conditional - 18; # Decision - 4. Because the available data sets are not
in the dispersed form, in order to test the dispersed decision-making system the train-
ing set was divided into a set of decision tables. Divisions with a different number of
decision tables were considered. For each of the data sets used, the decision-making
system with five different versions (with 3, 5, 7, 9 and 11 decision tables) were con-
sidered. For these systems, we use the following designations: WSDZ%’{ - 3 decision

tables; WSDYY" - 5 decision tables; WSDY% - 7 decision tables; W.SDGY - 9 de-

cision tables; W S Di%% - 11 decision tables. Note that the division of the data set was
not made in order to improve the quality of the decisions taken by the decision-making
system, but in order to store the knowledge in a dispersed form. We consider the sit-
uation, that is very common in life, in which data from one domain are collected by
different units as separate knowledge bases. For each data set we have 5 versions of
the dispersion, therefore it can be said that 10 different dispersed data set were used
for experiments. During the experiments, it turned out that not all analyzed methods of
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combining individual classifiers, generate unequivocal decision. Sometimes when mak-
ing global decisions ties occur. It was noted that this situation occurs particularly for the
Soybean data set, when we are using the maximum and the minimum rule. Because we
want to observe and analyze such cases, an additional method of ties resolving were not
applied. But the appropriate classification measures were applied, which are adequate
to this situation. The measures of determining the quality of the classification are: esti-
mator of classification error e in which an object is considered to be properly classified
if the decision class used for the object belonged to the set of global decisions generated
by the system; estimator of classification ambiguity error eon g in which object is con-
sidered to be properly classified if only one, correct value of the decision was generated
to this object; the average size of the global decisions sets EW spdn generated for a

test set. In the description of the results of experiments for clarity some designations
for algorithms and parameters have been adopted: m; - parameter which determines
the number of relevant objects that are selected from each decision class of the decision
table and are then used in the process of cluster generation; p - parameter which occurs
in the definition of friendship, conflict and neutrality relations; A(m) - the approxi-
mated method of the aggregation of decision tables; C'(ms) - the method of conflict
analysis (the sum rule, the product rule, the median rule, the maximum rule or the min-
imum rule), with parameter which determines the number of relevant objects that are
used to generate the probability vectors. The process of parameters optimization was
carried out as follows. A series of tests for different parameter values were performed:
my € {1,6,11,16,20}, m,my € {1,...,10} and p € {0.05,0.15}. Thus, for each of
the ten considered dispersed systems, 1000 tests were conducted (1000 = 5-10-10-2).
From all of the obtained results, one was selected that guaranteed a minimum value of
estimator of classification error (e), while maintaining the smallest possible value of the
average size of the global decisions sets (aw S D%;n). In tables presented below the best

results, obtained for optimal values of the parameters, are given.

The results of the experiments with the Soybean data set are presented in Table 1.
In the table the following information is given: the name of dispersed decision-making
system (System); the selected, optimal parameter values (Parameters); the algorithm’s
symbol (Algorithm); the three measures discussed earlier e, eo N, EW g Dﬁn; the time

t needed to analyze a test set expressed in minutes. As can be seen, for the Soybean
data set, unequivocal decisions are generated by the sum and the product rules. Which
means that the average size of the global decisions sets is equal to 1. In the case of
the median rule depending on chosen parameters, we get a unequivocal decision or a
set of decisions having on average 1.5 decisions. For the maximum and the minimum
rules regardless of the selected values of the parameters we get quite large set of de-
cisions, sometimes average size is close to the value 2. For other analyzed values of
the parameters even larger average number was observed. This ambiguity causes that
these two methods are not very useful in the case of the Soybean data set. On the basis
of detailed analysis of vectors of probabilities generated by the individual classifiers, it
was concluded that the reason of this situation is that for the Soybean data there is a lot
of dummy agents. That is there are undecided agents who assign the same probability
value to many different decision values. Figure 1 shows a graphical comparison of the
estimator of classification error for different dispersed systems of the Soybean data set.
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Table 1. Summary of experiments results with the Soybean data set

The sum rule

System Parameters Algorytm e |eoONE dw SDiyg" t
WSDG™ [ 'm1 = 6,p = 0.05 |A(3)C(3)[0.088] 0.088 1 0.05
WSDiyg’; my = 11,p = 0.15| A(2)C(5) [0.093| 0.093 1 0.07
WSDZZZ my = 11, p = 0.15|A(3)C(9) [0.096| 0.096 1 0.11
WSDZZZ my =1,p = 0.05 |A(3)C(1)]0.082| 0.133 1.059 0.38
WSDZZE my = 11,p = 0.15|A(1)C(1) [0.122] 0.226 1.136 2.56

The product rule

System Parameters Algorytm e |eoNE dWSDZZn t
WSDZy;{ my = 20,p = 0.15|A(3)C(3)[0.085| 0.085 1 0.06
WSDZ?’;’; m1 = 16,p = 0.05| A(5)C'(4)|0.104| 0.104 1 0.08

WSDGmy =6,p = 0.05 [A(1)C(2)[0.122] 0234 [ 1157 [0.07

WSD ['m1 = 1,p = 0.05 [A(1)C(2)[0.093[ 0.144 | 1.056 [0.18

WSDI % [m1 = 16,p = 0.05|A()C(1)[0.138] 0237 | 1144 [233

The median rule

System Parameters Algorytm e |eoNE dWSDZyg"

WSDWn ' my =1,p =0.15 | A(3)C(9)[0.109] 0.109 1 0.07

Agl A(

my = 6,p=0.15 |A(1)C(1)[0.008| 0239 | 1.644 [0.04

WSD'my =1,p = 0.15 [A(2)C(2)[0.189] 0202 | 1.016  [0.06
my = 11,p = 0.15| A(1)C(1)]0.008| 0271 | 1.628 [0.06

WSDGIm1 = 11,p = 0.15[A(2)C(3)[0.117] 0.160 | 1.069  [0.11
my = 11,p = 0.15|A(1)C(2)]0.048| 0.348 | 1.574 [0.08

WSD['m1 =1,p = 0.15 [A(7)C(2)[0250[ 0279 | 1.045 [1.31
my =1,p=0.05 |A(2)C(1)]0.098| 0426 | 1460 [0.28

WSDqug my = 6,p =0.15 |A(3)C(5)|0.348| 0.418 1.112 3.01
" |m1=1,p=0.15 |A(2)C(1)|0.250| 0.535 1.404 2.59

The maximum rule

System Parameters Algorytm | e |eonE dwspdy" t
Ag
WSDZZ’{ m1 =1,p =0.15|A(4)C(5)[0.316| 0.367 1.133  {0.09
WSDjyg’; mi = 1,p = 0.15| A(2)C(5)[0.449| 0.601 2.064  [0.06
WSDjZ’; m1 =1,p =0.15| A(5)C(8)]0.465| 0.569 1.503  |0.43
WSDjZZ m1 =1,p =0.15|A(4)C(5)[0.590| 0.737 1.521  |0.49

WSDjZ’; my =1,p = 0.15| A(2)C(2)]|0.859| 0.952 2.285 3.00
The minimum rule

System Parameters Algorytm e |eoNE dWSDZ”;" t
WSDZZ’{ my =1,p=0.05 |A(4)C(4)]0.162| 0.205 1.721 0.06
WSDZyg’; my = 11,p = 0.15|A(2)C(6) [0.176| 0.245 1.846 0.07

WSDG" my = 6,p = 0.15 [A(2)C(6)[0.205] 0285 [ 1965 [0.10

WSDG" T mi =1,p = 0.05 [A(6)C(1)[0.096] 0229 [ 1846 [1.29

WSDI mi =1,p=0.15 [A(3)C(1)]0.178] 0301 1263 |4.11
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The results presented on the graph are divided into two groups. Methods that generate

Estimator of classification error

0 005 01 015 02 025 03 035 04 045 05 055 06 065 07 075 08 0385
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Fig. 1. Comparison of the results for the Soybean data set

a set of decisions with the average size approximately equal to 1: the sum, the product
and the median rules d = 1, and the methods that generate larger set of global decisions:
the median d = 1.5, the maximum and the minimum rules. Based on the results it can
be concluded that among the methods that generate unambiguous decisions, the best
method is the sum rule, in second place is the product and in third place is the median
rule. When a system’s user allows small ambiguity in the process of decisions making
it is best to use the median rule. However, it should be noted that this method does well
only in the case of a smaller number of resource agents. For a large number of agents
9 and 11 it does not generate good results. The minimum, and especially the maximum
rule do not achieve satisfactory efficiency of inference, despite of significantly increased
the average size of the global decisions sets. The results of the experiments with the Ve-
hicle data set are presented in Table 2. As can be seen, for the Vehicle Silhouettes data
set, unequivocal decisions are generated by all analyzed methods of combining clas-
sifiers’ predictions. Which means that the average size of the global decisions sets is
equal to 1. On the basis of detailed analysis of vectors of probabilities generated by the
individual classifiers, it was concluded that the reason of this situation is that for the
Vehicle data set there are no dummy agents. That is there are no undecided agents who
assign the same probability value to many different decision values. Figure 2 shows
a graphical comparison of the estimator of classification error for different dispersed
systems of the Vehicle Silhouettes data set. Based on the presented results it can be
concluded that the sum, the product and the median rules are significantly better than
the maximum and the minimum rules. It is difficult to say which method is the best.
For the systems with 3 and 5 resource agents (WSDZZ;{, WSDZZZ) the best is the sum
rule, in second place is the product and in third place is the median rule. But for the sys-
tems with 7 and 9 resource agents (WS DdA%, WS Diﬁ), the best is the median rule,
then the product and the sum rule. For the system with 11 resource agents (WS DdA?g;)
these three methods give the same result. Summarizing the results presented in tables 1
and 2 it can be said that the best results from the examined methods achieve the sum
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Table 2. Summary of experiments results with the Vehicle Silhouettes data set

The sum rule

System Parameters Algorytm e |eoNE dWSDiyg” t
WSDiyg’{ m1 = 6,p = 0.05 |A(3)C(4)]0.240| 0.240 1 0.08
WSDG% [ mi =1,p = 0.05 [A(4)C(9)[0291] 0291 1 0.10
WSDG [m1 = 11,p = 0.05[A(4)C(6)[0252] 0252 1 0.20
WSDY [ 'm1 = 6,p = 0.05 [A(4)C(5)[0311] 0311 1 0.34
WSD%:; my = 11,p = 0.05|A(4)C(1)[0.268| 0.268 1 2.51

The product rule

System Parameters Algorytm e |eoNE dWSDfﬁ}" t
WSDi?ﬁ my = 6,p =0.05 | A(3)C(4) |0.244| 0.244 1 0.08
WSDj’;Z my =1,p = 0.05 |A(8)C(13)|0.295| 0.295 1 0.16
WSDG % m1 = 11,p = 0.05] A(4)C(6) [0.248] 0.248 1 0.21
WSDi’;Z mq = 11,p = 0.05| A(5)C(8) [0.303| 0.303 1 1.16
WSDi’gg mq =11, p = 0.05| A(4)C(5) |0.268| 0.268 1 2.53

The median rule

System Parameters Algorytm e |eoNE dWSDZyg”’ t
WS’Diyﬁ my = 6,p = 0.05| A(7)C(6) [0.252] 0.252 1 0.10
WSDZ%’; my =1,p = 0.05| A(10)C(1) [0.303| 0.303 1.004 |0.20
WSDZ‘;’; my = 1,p = 0.05| A(4)C(8) [0.240| 0.240 1 0.13
WSDZ%Z my =1,p = 0.05| A(4)C(3) [0.283] 0.283 1 0.24
WSDZ%’; my = 6,p = 0.05| A(4)C(5) [0.268| 0.272 1.004 |2.48

The maximum rule

System Parameters Algorytm | e |eoNE EWSDiyg" t
WSDiyg’{ m1 = 1,p = 0.05 |A(4)C(7)|0.252| 0.252 1 0.08
WSDIL [ mi = 6,p = 0.05 [A(5)C(4)[0327] 0327 1 0.14
WSD%:; my =1,p =0.05 |A(4)C(4)]0.339| 0.339 1 0.12
WSD%;Z my =1,p=0.05 |A(5)C(5)|0.362| 0.366 1.004  [0.32
WSD%:; my = 11, p = 0.05|A(2)C(3)[0.358| 0.394 1.039 |2.16

The minimum rule

System Parameters Algorytm e |eoNE EW SDZZ” t
WSDZy;{ my = 6,p = 0.05 |A(3)C(2)|0.287| 0.287 1 0.08
WSDiT’;’; m1 =1,p=0.05|A(2)C(7)[0.382] 0.382 1 0.08
WSfo;’; mq1 =11, p = 0.05| A(4)C(2)|0.280| 0.283 1.004 |0.20
WSD:f‘%’Z mq1 = 11,p = 0.05| A(1)C(1) |0.378| 0.382 1.008 ]0.23
WSD%;’; m1 =1,p=0.05 |A(5)C(1)]0.343] 0.366 1.024  |2.34
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Fig. 2. Comparison of the results for the Vehicle Silhouettes data set

and product rule. These methods produce unambiguous results with the best observed
efficiency of inference. During the experiments, the methods of combining classifiers’
predictions without the use of a system with dynamically generated clusters were an-
alyzed. The global decision-making process was as follows. On the basis of decision
tables of resource agents the probability vectors were generated, and then one of the
five discussed methods of combining predictions was used. The obtained results show
that the use of a system with dynamically generated clusters significantly improves the
efficiency of inference. However, due to the limited length of the article, results of these
experiments are not presented here.

5 Conclusion

In this article, five different methods of conflict analysis were used in the dispersed
decision-making system: the sum rule, the product rule, the median rule, the maximum
rule and the minimum rule. In the experiments, which are presented, dispersed data have
been used: Soybean data set and Vehicle Silhouettes data set. Based on the presented
results of experiments it can be concluded that the sum and the product rules produce
the best results from the methods that were examined. The maximum and the minimum
rules produce the worst results. Especially, the results are not interesting, when dummy
agents are present in a dispersed data set. It appears that the methods of conflict analysis
should be applied in different situations and it seems to be possible to use more than one
approach in the same session. Initially, several methods could be used simultaneously
to generate the sets of global decisions, then these sets can be merged in some way. This
could be an option for improving the overall accuracy. It is planned to investigate such
an approach in a future work.
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