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Abstract. The consideration of context in information retrieval is expected to 
improve retrieval effectiveness. Most current approaches rely on the similarity 
of content which can only partly capture the complexity of the task. In this pa-
per, we present a model for context adaptation which can be realized independ-
ently from content. The model is built in the framework of the MIMOR model 
(Multiple Indexing and Method-Object Relations) for the long-term learning of 
user preferences in information retrieval. MIMOR integrates a fusion method 
and a relevance feedback processor into a learning model.  

1    Introduction 

The analysis of context in information retrieval is a complex task. The research litera-
ture stresses the complexity of potential context definitions (Ingwersen et al. 2004, 
Ruthven 2004). However, many models and implementations restrain context to the 
similarity of information needs to a given profile (Mandl & Womser-Hacker 2000, 
Belkin et al. 2004, Ma & Goharian 2005). These models can be called content de-
pendent. The complexity of the notion of context shows that content dependent defini-
tions can only capture a fraction of the task. It is obvious that for the same content 
(query and documents) different contexts with different optimal solutions exist. These 
different solutions can be achieved better by content independent context models.  

We propose a model which allows the integration of context in a potentially content 
independent manner. For that endeavor, we rely on an extension of the MIMOR model 
for the individualization of information retrieval results.  

In MIMOR, several black box matching functions are combined into a linear com-
bination committee machine which reflects the user’s vague individual cognitive con-
cepts expressed in relevance feedback decisions. An extension based on the soft com-
puting paradigm couples the relevance feedback processor and the matching function 
into a unified retrieval system. User relevance feedback can be considered to be the 
best technique to improve the results of information retrieval systems. However, it 
requires considerable effort by the user and it is not often done. One reason is that 



users do not see the benefit and that relevance feedback is often used only for improv-
ing the current query and is subsequently lost.  

In previous research, we have developed the MIMOR system, which stores user 
relevance feedback decisions to foster the long-term optimization of a information 
retrieval system. MIMOR is based on the fusion of several information retrieval sys-
tems (Womser-Hacker 1997). The influence of systems is based upon their previous 
performance for the user measured by the relevance feedback. The fusion is currently 
implemented as a weighted linear combination of the individual systems and has been 
successfully applied to both mono-lingual as well multi-lingual retrieval tasks (Hackl 
et al. 2002). MIMOR has several advantages:  

• Individual systems do not need to be optimized and can be regarded as black 
boxes 

• The fusion as linear combination is transparent for users 
• User relevance feedback is well exploited and stored for long-term use 
• Fusion of several systems leads to good performance 
 
MIMOR has been extended to improve performance at early stages when little 

relevance feedback is available and consequently performance is low. The system 
integrates the relevance feedback data of all users into a public model which domi-
nates the retrieval process at the beginning of usage. When more relevance decisions 
of an individual user are present, his individual (private) model will gain strength and 
dominate the results. In this paper, we extend MIMOR such that it also considers the 
context of the user. This can be done in a similar way the individualization was inte-
grated into the model.  

The remainder of the paper is organized as follows. Section 2 reviews the basics of 
fusion and relevance feedback systems. Section 3 repeats the design of the MIMOR 
system and presents the extension to model context. Section 4 concludes the paper.  

2  Fusion and Relevance Feedback in Information Retrieval 

Fusion and relevance feedback are considered as main factors to improve effective-
ness in information retrieval. Whereas fusion methods combine different perspectives 
of document representation and query-document-matching, relevance feedback is 
based on the individual perspective of the user. There were two main directions of 
research on relevance feedback: first, to re-weight terms automatically depending on 
their distribution over relevant and non-relevant documents, second, to provide a term 
expansion within the initial query (Harman 1992a). Later on the information retrieval 
community paid attention to more detailed aspects, namely the relation between modi-
fication of weights and query expansion, the selection of further query terms and the 
effectiveness of the number of iterations etc. 

Fusion methods delegate a task to different systems and integrate each result re-
turned into one final result. For information retrieval tasks, this means the integration 
of different probabilities for the relevance of a document.  In a non-formal view, fu-
sion connects different perspectives of representing and indexing the content and the 



topical aspects of a document. These approaches are also referred to as poly-
representation (Ingwersen 1994) and have also contributed to the development of 
elaborate context models (Ingwersen et al. 2004). 

Fusion in information retrieval has been inspired by results of the TREC evaluation 
campaign (Voorhees & Harman 1997, 1999, 2001). TREC is a large scale evaluation 
forum for information retrieval research which provides a uniform testbed for many 
retrieval tasks. The data comprises test collections, queries or topics, relevance 
judgements and the evaluation methodology. Researchers may use the TREC data to 
achieve comparability to others.  

Experiments within TREC have shown that the results of similarly well performing 
information retrieval systems often differ. This means that while the systems find the 
same percentage of relevant documents, the overlap between their results is sometimes 
low (Voorhees & Harman 1997). Therefore, fusion seems to be a promising approach 
and has been applied to text retrieval (Bartell et al. 1994; Fox & Shaw 1994, Lee 
1995, Voorhees et al. 1995, McCabe et al. 1999, Savoy & Rasolofo 2000).  

Fusion research aims at finding out which retrieval or indexing methods should be 
combined, which committee machine architecture should be used and which features 
of collections indicate that a fusion might lead to positive results. 

In experimental systems, the methods to be fused are applied to the same collec-
tion. However, fusion can treat collections without overlap as well. A collection may 
be split into artificial sub-collections which are handled by a retrieval system (Savoy 
& Rasolofo 2000). In such a case, the goal of the fusion can be regarded as an attempt 
to derive knowledge about which collection leads to good results.  

3  MIMOR: A Learning Model for Fusion  

The results of the TREC conferences and other empirical studies have shown that 
relevance feedback may be an effective technique to improve retrieval quality (Har-
man 1992a, 1992b). In our opinion, powerful learning methods for information re-
trieval need to extend the range of relevance feedback effects beyond the modification 
of the query in order to achieve long-term adaptation to the subjective point of view of 
the user. The mere change of the query often results in improved quality, however, the 
information is lost after the current session.  

3.1  The MIMOR Model 

The complexity of information retrieval led to the idea of combining components 
which gained positive assessments within the long development process of informa-
tion retrieval. Moreover, we assumed that the adequate selection and adaptation of 
useful functionality is the key for success. The challenge was to gain the optimal com-
bination within special contexts. The basic idea of the MIMOR model (Womser-
Hacker 1997) is to optimize its quality through learning from user feedback. The task 
of the users is to provide relevance feedback about the retrieved documents which is 
used to judge the collaboration of retrieval systems within the MIMOR fusion system.  



Consequently, the framework MIMOR does not rely on changes to the document or 
the query representation when processing relevance feedback information. Instead, it 
focuses on the central aspect of a retrieval function, the calculation of the similarity 
between document and query. Like other fusion methods, MIMOR accepts the results 
from individual retrieval systems as black boxes. These results are fused by a linear 
combination which is stored during many sessions although more complex fusion 
methods can also be applied. The vector of weights for the fusion over all contributing 
systems can be seen as the MIMOR model at a certain point in time. 

The weights for the systems experience are modified through learning. They adapt 
according to relevance feedback information provided by users and create a long-term 
model for future use. That way, MIMOR learns which systems were successful in the 
past and therefore in the training data. In MIMOR, the following formula gives the 
retrieval status value (RSV) for a document. Arguments are the normalized RSV of 
the fused systems and their weights.  
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The learning features are central in MIMOR. The weight of the linear combination of 
each information retrieval system is adapted according to the success of the system 
measured by the relevance feedback of the users. A system which gave a high RSV to 
a document which received positive relevance feedback should contribute more in-
tensely to the final result. The following formula (2) enables such a learning process 
by iteratively increasing the weight of positively evaluated systems. It shows how to 
calculate the weight change for a system weight based on relevance feedback and the 
RSV assigned to a document. After the modification, the weights of all systems need 
to be normalized.  
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From a machine learning perspective MIMOR can be interpreted as a committee ma-
chine, where the experts are retrieval systems. They represent the cognitive structures 
of the authors of the documents and the users who are seeking for information (see fig. 
2). MIMOR uses a linearly weighted combination of the results. The learning algo-
rithm for these weights guarantees that experts who were successful in the past acquire 
a higher influence. More complex dynamic forms of committee machines may be 
applied as well.  

The parameters for the linear combination could also be learned by a nonlinear 
learning algorithm like neural networks or support vector machines. The features and 
properties of the individual retrieval engines can serve as input jointly with the RSVs 
calculated. MIMOR has also been applied to individualized text categorization 
(Mandl & Womser-Hacker 2001).  



3.2  User Model in MIMOR 

MIMOR is designed for a multi-user environment which is typical for companies. 
During use, MIMOR develops a user model for each individual person using the sys-
tem. Unlike other user models in information retrieval, MIMOR adapts the core of an 
information retrieval system and applies the user’s decisions to the calculation of the 
RSV. A MIMOR model for each person can be introduced leading to optimal user 
models. However, the training of MIMOR requires a substantial number of relevance 
feedback values  forcing the user to submit many decisions. Another disadvantage is 
common to all inductive and incremental learning algorithms. The occurrence of out-
liers in the initial learning phase may cause unstable learning behavior. Long training 
time or a degradation of the retrieval behavior may be the consequences.  

Both problems can be avoided by introducing separate private and public models. 
The private model contains a user-specific MIMOR model optimized by all the indi-
vidual relevance feedback decisions. One public model is trained with all decisions of 
all users of the system. The public MIMOR model is therefore optimized but not indi-
vidualized. It represents a consensus or compromise between all users and their indi-
vidual differences in relevance assessment. It should be applied in the absence of an 
individual model, especially for any user beginning to work with MIMOR. Both mod-
els are combined linearly in order to reach a final result each having a weight associ-
ated with it. Over a period of time, the beginner will collect a significant number of 
relevance judgements and will eventually reach a fully individualized and saturated 
model. During this process, the public model will lose its influence while the impor-
tance of the private model grows (Mandl & Womser-Hacker 2001).  

A parameter p is increased from zero to one while the user collects his decisions. 
We define p a a function of the number of relevance judgements provided by a user.  
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The following figure 1 shows a plot of the function for λ = 0.1 The optimal 

setting for λ  has to be determined by experiments.  
The models can be seen as a set of weights over all contributing systems:  
 

• private model: ( ωprivate, A; ωprivate, B; ωprivate, C; … ; ωprivate, N ) 
• public model: (ωpublic, A; ωpublic, B; ωpublic, C; … ; ωpublic, N ) 

 
The parameter p controls the weight of the private model in the final result. The in-
verse weight is given to the public model. The parameter p needs to be increased dur-
ing the use of a retrieval system until the individual user model is saturated. The fol-
lowing formula reflects the modifications for a personalized MIMOR model integrat-
ing the private and the public model where q is the query and d a document:  

 



 

Fig 1: Function to Adapt Private Model Weight   
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The distinction between private and public model can be further refined introducing 
group models at intermediate levels.  

MIMOR learns the subjective relevance judgements of users or user groups. It models these 
opinions by changing the influence of several black box methods. The combination of these 
systems is optimized until the users´ cognitive decisions about relevance are adequately mir-
rored by the MIMOR model.  

3.3    MIMOR and Context Adaptation  

The context adatptation applies a similar algorithm as the individualization in 
MIMOR. Each user can be potentially in many different contexts. Consider different 
tasks at a company like customer research, proposal development or project work. In 
each of these contexts every individual may have his own preferences expressed by 
potential relevant documents. This preference is captured by collecting the user rele-
vance judgements for the individual. In the same manner, all relevance judgements 
given by different users in the same context are assumed to capture the preferences for 
that context.  

As a results, a MIMOR model for each context is established. Again, the models 
can be seen as a set of weights over all information retrieval engines:  

 
• C: context model: ( ωcontext, A; ω context, B; ω context, C; … ; ω context, N ) 
• G: global model: (ωglobal, A; ω global, B; ω global, C; … ; ωglobal, N ) 

 



We assume that just like an individual user model, each context model is not well 
established when a new context arises or develops. As a consequence, we assume that 
a global or context free model is built from all context models. This can be done by 
summarizing all relevance judgements given in all contexts. The final result considers 
both the global and context model.  
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A parameter c governs the strength of the context model opposed to the global model. 
The weight of the global model is defined as 1-c. We assume that the fusion of the two 
models is realized as summation: 
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Again the modification of the parameter c can be modeled as a function of the number 
of relevance judgements available for that context.  
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In a setting where individualization as well as context adaptation is desired, our model 
can integrate both. The final result is basically a fusion of four models which can be 
carried out in different ways:  
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We propose a model with a emphasis on transparency which sums the two factors.   
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The public and the global model may be identical but they do not necessarily have to 
be. In some cases, context and individual models can be represented differently and 
then no requirements are made about their values.  

In addition to the individualization model we introduce a new feature in the learn-
ing algorithm. In cases where negative relevance feedback outweighs the positive 
judgements of the user, the feedback can be applied to penalize not only the retrieval 
systems assigning high values to the documents considered irrelevant. Furthermore, 
we propose that this information is also used to penalize the strength of the specific 



model, being it the individual or the context model. This may lead to a faster ap-
proximation of an optimal solution. We assume that negative relevance judgement is 
communicated to our system by a value smaller than zero and positive judgements as 
positive numbers between zero and one.  
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Fig. 2. Context adaptation in MIMOR as integration  

of relevance feedback processing and fusion 

4  Conclusion and Future Work 

We presented a model for context adaptation of an information retrieval system. The 
model is developed by extending a model for individualization which has previously 
been tested at the Cross Language Evaluation Forum (CLEF). The resulting model 
integrates both individualization as well as context adaptation.  

The modified MIMOR model presented here needs to be evaluated in order to as-
sess its effectiveness. A framework for evaluating context in information retrieval is 
outlined by Belkin et al. 2004. Context is modeled by some terms or keywords and 
thus by content. However, individualization is still hard to evaluate. We intend to 
extract a basis for evaluating individualization of retrieval effectiveness from the ju-
rors relevance assessments from CLEF. For some tasks, the same document in differ-
ent languages is judged by the several jurors. These judgements differ and can be 
interpreted as individual opinions about the relevance of the same document.  
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