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1 Jo�zef Stefan Institute, Ljubljana, Slovenia
2 CISUC, DEI, University of Coimbra, Coimbra, Portugal

3 University of Nova Gorica, Nova Gorica, Slovenia
senja.pollak@ijs.si, pjmm@dei.uc.pt, amilcar@dei.uc.pt

tanja.urbancic@ung.si

Abstract. In this paper we investigate which principles people use when
they name new things as results of blending. The aim is to uncover
patterns with high creative potential and to use them for automated
generation of names for new creations or phenomena. We collected ex-
amples with a web survey in which participants were asked to evaluate
pictures of animals with blended anatomies from two di�erent animals,
and to provide their own names for blended creatures on the pictures.
The blended animals served as a trigger of human creativity manifested
through imaginative, humorous, surprising names collected in the survey.
We studied how the features from the pictures re
ected in the names,
what are di�erent complexity levels of lexical blend formation and how
far in other realms subjects \travelled" to search for associations and
metaphors used in the names. We used the �ndings to guide automated
generation of names for the blends.

Keywords: Computational creativity, human creativity examples, conceptual
blending, lexical blend generation, creative naming, bisociation.

1 Introduction

Creativity is in the core of many human activities and has been studied for
decades [9][2]. As a phenomenon challenging for being replicated with machines,
it became also a topic of artificial intelligence research [21]. While creativity is
an intriguing research question by itself, it is also a driving force of development
and as such, it has an immense value for applications in countless areas, includ-
ing scientific discovery, engineering inventions and design. One of the cognitive
principles underlying such discoveries and inventions is conceptual blending [5]
in which two mental spaces integrate into a new one, called blend. Conceptual
blending has also been implemented and tested in computer systems to produce
novel concepts [17]. However, there are still many open questions related to the
choice of input mental spaces and the ways of projections that lead to blends,
perceived as creative and inspiring. In our work we aim at providing guidance
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snorse chimporse durse
(snake, horse) (chimpanzee, horse) (duck, horse)

guineabear hammerheadhorse pengwhale
(guinea pig, bear) (hammerhead shark, horse) (penguin, whale)

proboscis parrot chamelephant duckphant
(proboscis monkey, bird) (elephant,chameleon) (elephant, duck)

guinea lion horbit hammerhead gull
(guinea pig, lion) (horse, rabbit) (hammerhead shark, gull)

horduck spider pig shark retriever
(horse, duck) (spider, guinea pig) (shark, labrador retriever)

Fig. 1. Hybrid animals dataset used in the online questionnaire (available at
http://animals.janez.me). Each sub-caption contains a name of the blend proposed by
survey participants, as well as the input spaces. All blends were created by Arne Olav,
with the exception of shark retriever and camalephant, whose authorship is unknown.
For a better visualisation, some images were slightly cropped.
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3 Formation and complexity of lexical blends

Our previous investigations of relationship between conceptual blending and
bisociation have drawn our attention to different levels of blend complexity. To
deal with this issue in a more systematic way, we suggest the following categori-
sation regarding the input words used to form the name:

L1 each of the words appearing in the lexical blend is a commonly used word
for one input animal (no mapping);

L2 both input words represent input animal in a rather common way, but are
blended into one word by portmanteau principle, i.e. by using the prefix of
one word and the suffix of the other word (possibly with some intersection);

L3 one word represents one input animal with a commonly used word for this
animal, the other word represents a visible characteristic (part, colour etc.)
of the other animal (variant L3*: both words use such characteristics);

L4 one word represents one input animal with a commonly used word for this
animal, the other word represents a characteristic of the other animal for
which background knowledge about this animal (habitat, way of moving,
typical behaviour) is needed (variant L4*: both words use such characteris-
tics);

L5 one word represents one input animal with a commonly used word for this
animal, the other animal is represented with a more sophisticated association
– bisociation – for which a creative discourse into another realm (e.g. from
animals to literature) is needed (variant L5*: both words represented with
such associations).

We illustrate the categories by the names actually given in the survey to the
blended animal guinea bear :

L1 mouse-bear (input1: mouse, input 2: bear);
L2 rabbear (input1: rabbit, input 2: bear);
L3 small-headed bear (input1: mouse ! small head, input 2: bear);
L4 scared bear (input1: mouse ! scared, input 2: bear);
L5 mickey the bear (input1: mouse ! Mickey the mouse, input 2: bear).

As seen from this example, while the bear was easily recognised as one of
the constituting animals, there were different interpretations about the second
animal, “contributing” the head to the blended creature. In fact, the variety in
the whole dataset was even bigger as names given by different subjects suggested
the second animal being a mouse, rabbit, hamster, guinea pig, rat, squirrel,
wombat or opossum. The set of input words as used by the subjects is even
bigger since it includes also diminutives, slang versions, etc.

The levels increasing indicate the increasing complexity (but not necessarily
the quality) of the blends, but note that they do not build on just one criterion
in a linear way and there might also be a combination of principles described
at different levels present in one name. We illustrate this with a name teddybbit,
generated as a portamanteau (L2), but using an association between bear and
teddybear from the toys realm (L5).
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simultaneously the literature C also references terms from B, then a unintended
modus ponens inference suggest a hidden relation between A and C. Hence, the
system following closely the ABC idea by Swanson.

(a) (b)

Fig. 1: Two domains connected by a single concept (left: adapted from [1]) and
the juxtaposition of two frames of reference in Koestler's Bisociation (right:
adapted from [4]).

A similar work by Nagel et al. [6] introduces a formalised spreading activa-
tion algorithm to identify bridging concepts in a semantic graph (Fig. 1a). The
bridging terms interconnect nodes from disjoint semantic domains, following an
identical idea to CrossBee. However, the main intention in this case is to juxta-
pose two apparently unrelated domains through a single term [5]. This notion
of pairing two disjoint frames of reference using a singular connection was put
forth by Koestler and named Bisociation [4] in his work, The Act of Creation

[4]. There, Arthur Koestler attempts to describe creative behaviour present in
humour, arts and science. This model consists on �the perceiving of a situation
or idea ... in two self-consistent but habitually incompatible frames of reference
(M1 and M2)� as shown in Fig. 1b. For instance, in humour, bisociations could
relate the unforeseen transformation from one meaning to another [7]. In their
paper, Nagel explores a search space, de�ned using a bisociation score, which
rates individually each bridging node subdividing the semantic graph in two
completely disjoint sets. However, their approach does not allow a tolerance of
the intersection between the two domains. Thus, it is in a sense a hard margin
solution and in our opinion, it terminates the search prematurely in real world
problems, as underlined in their conclusion. However, their highly formalised
work served as a basis for our present approach. In the following section, we of-
fer our evolutionary approach in the form of a Genetic Algorithm (GA), inspired
by the work of Nagel.

2 Algorithm

The purpose of the algorithm is to identify two partially overlapping sub-graphs
S0 and S1 of a larger semantic graph S. Given their structure, interrelations and
arrangement within the larger graph, we believe the sub-graphs could be seen
as domains of knowledge in the broader semantic graph.
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The cardinality of each graph structure is identi�ed by the symbol #. Thus,
#S is the number of nodes existing in the graph S and we denote this quan-
tity as the size of the graph. Each sub-graph represents a network of highly
interconnected nodes, which if belonging to a semantic graph, could represent
a domain of related concepts [1]. Both sub-graphs share at least a single node
Nb, the bridge node, and the sub-graphs should be balanced [6] regarding a split
through the bridge node. The size of both sub-graphs #S0 and #S1 should be
maximized, with only the condition of S0\S1 = fNbg. Then, a unique path will
�ow from one sub-graph to the other through the bridge node which has the
unique index b 2 f1 : : :#Sg. When this happens, the unique bridge node may
represent a possible bisociation which juxtaposes one domain (sub-graph) into
the other (Fig. 1b).

A degree di of a nodeNi with i 2 f1 : : :#Sg represents the number of incident
edges to that given node. Nodes with d = 2 represent a single relationship
between two concepts, being these the most likely candidates for a bridge node
[6]. The reasoning behind this choice is the interest in mapping two domains
over a single and clear semantic relationship, through the bridge node. In this
case, any concept from one sub-graph can be projected onto any other concept
from the other sub-graph, o�ering a foundation for further transformations of
concepts using processes from bisociation and CB [7].

Otherwise nodes with d � 3 map a more vague set of relations between
connected concepts. Intuitively, the view of an idea in two distinctly but opposing
views is more �ne tuned to two set of concepts (two domains) connected by a
single node [6]. A simple example which demonstrates this idea is seen in Fig. 1a.
On the other hand, highly interconnected nodes express a deeply related network
of information or domain. Using the above criteria, the discrete function which
rates the optimality (�tness) of the bridge node Nb is de�ned in (1):

f(S0; S1; db) =

8<:
1

�
j#S0�#S1j
#S0+#S1

+1
� log(#S0 + #S1) � 2−�(db−2); if db � 2

0; otherwise.
(1)

The �tness function receives as arguments the sub-graphs S0; S1 and the de-
gree of the bridge node Nb as the variable db. The parameter � controls how
similar in size the sub-graphs S0 and S1 are required to be, with increasing �
exhibiting greater size similarity. The parameter � is used to control the pe-
nalisation given to bridge nodes with a degree d > 2, with the penalisation
exponentially proportional to the value of �. If the degree of node being rated
is 1, that is, a terminal node with a single relation, then f is set to 0 in order to
prevent the GA to select terminal nodes as bridge.

Globally, a GA evolves a population of chromosomes where each chromosome
represents a bridge node and two sub-graphs of the initial semantic network.
Each time a new individual is created with a given bridge node, a breadth �rst
search is executed starting in the latter node and into neighbouring nodes. The
dual di�usion process (a sort of spreading activation) progresses radially until
a given expansion depth is reached when both sub-graphs intersect, or all the
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as despite producing ready-made solutions, they are not innovative and do not
produce context dependent results.

The outputs of the more innovative approaches often contain grammatical
errors and semantic incoherencies. These outcomes can be considered slogan
prototypes rather than slogans. They are useful in the conceptualization phase,
as an addition to other techniques for production of solution drafts.

The case-based slogan generation is an example of a hybrid approach: it
uses case texts, but not as rigid templates and it aims at incorporating some of
the context of the slogan’s target object. We have experimentally applied this
methodology to two use cases. The relevant results and their assessments are
provided in the paper, along with a discussion of the strong and weak points of
our approach.

2 Related Work

Automatic generation of innovative creative artefacts that have a defined seman-
tics is very challenging and the outcomes of such systems and methods are usu-
ally not ready for use without some sort of human curation. The computational
creativity problems that are similar to slogan generation in terms of difficulty
and representation are generation of jokes [1, 10], poems [4, 3] and generation of
stories [2, 6], to some extent also the automatic generation of acronyms [11].

In the case of automated generation of slogans, there are only two lines
of research work to the best of our knowledge: (I) the BrainSup approach by
Özbal et. al. [9], which is the most well known and (II) the work by Tomašič et.
al. [12], which is heavily influenced by the BrainSup approach, but complements
it with the use of a genetic algorithm and additional evaluation functions. While
the former expects relevant meta-data to be provided by the user, such as the
keywords, the domain, etc., the latter is made to be completely autonomous.
Consequently the reported results of BrainSup are of much higher quality.

In terms of CBR, the studies related to the work in this paper are the ones
that are concerned with the use of textual data in CBR [13, 8]. Among these, we
can also find some that are related by domain, such as the study on the use of
CBR for story generation [5].

3 Slogan Collection

In our experiments we used a manually generated dataset of 5183 distinct items,
each containing words transformed to lowercase, that appear in an example of a
slogan.

Besides the words with their grammatical characteristics, we do not store
other information, for example the particular product or product type that the
slogan might be used for. Most of the slogans are used for promotion of the
values and characteristics of a company and all its products, which might be
numerous and diverse. As the characteristics of the products are reflected in the
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Conceptual Blending in Case Adaptation
(Position Paper)
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Abstract. We propose that Conceptual Blending (CB) can play a role
within the Case-Based Reasoning (CBR) paradigm, particularly in the
Reuse and Revise tasks of the classic model of the problem solving cy-
cle in CBR, as an alternative adaptation mechanism that may provide
suitable solutions in computational creativity setups, where novel and
surprising solutions are sought. We discuss how a particular computa-
tional implementation of CB can intervene in the CBR cycle, and use
the results of an experiment made in the past to illustrate the aproach.
We focus our attention on graph-based structured cases. Other case rep-
resentations could also be considered in the future.

1 Introduction

The Conceptual Blending (CB) theory [3] intends to explain several cognitive
phenomena related to the creation of ideas and meanings. A key element in
this theory is the mental space, which corresponds to a temporary and partial
structure of knowledge built for the purpose of local understanding and action.
The CB framework relies on a network comprised of at least four connected
mental spaces (Figure 1). Two or more of them correspond to the input spaces,
which are the initial domains, i.e., the content that will be blended. Then, a
cross-space mapping, i.e., a partial correspondence between the input spaces, is
established. The correspondences between elements of the di�erent input spaces
is not arbitrary; elements are only matched if they are perceived as similar in
some way. This association is re
ected in another mental space, the generic
space, which contains elements common to the di�erent input spaces, capturing
the conceptual structure that is shared by the initial mental spaces. The result
of the blending process is the blend, a new mental space that maintains partial
structures from the input spaces, combined with an emergent structure.

In this position paper, we propose that Conceptual Blending can play a role
within Case-Based Reasoning, particularly in the Reuse and Revise tasks of the
classic model of the problem solving cycle in CBR, known as the \4 REs" [1],
as an alternative adaptation mechanism that may provide better solutions in
computational creativity setups, and possibly also for problem solving. We will
focus our attention on graph-based structured cases (like in [7]), but we think
the approach could also be adapted to other case representations [2]. To better

Copyright © 2015 for this paper by its authors. Copying permitted for private and 
academic purposes. In Proceedings of the ICCBR 2015 Workshops. Frankfurt, Germany.
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Fig. 1. The original four-space conceptual blending network [4].

explain our idea, we will use an implementation of the CB mechanism called
Divago [6], previously developed by our team.

After the current introduction, we will brie
y describe Divago in Section 2
and present our proposal in Section 3. In Section 4 we draw some conclusions.

2 Divago

The CB framework has served as the basis for several arti�cial creative systems.
To discuss the role of CB within the CBR cycle, we focus on the Divago archi-
tecture [6], which relies on one of the most thorough and detailed computational
models of CB to date.

The Divago framework works on a multi-domain knowledge base where the
basic representation formalism is the concept map, a semantic network that de-
notes the relationship between the concepts of a given domain. It is composed of
several modules (Fig. 2) that re
ect the di�erent stages of the CB mechanism.

Fig. 2. Divago’s architecture.

The process starts by feeding a pair of input spaces (domains) from the
knowledge base into the Mapper module, which is responsible for performing

132





Table 1. Fragment of the \House" case.

isa(house,physical structure) part whole(door, house) instance of(r1, roof)
isa(door, physical object) part whole(window, house) instance of(b1, body)
isa(window, physical object) part whole(roof, house) instance of(d1, door)
isa(roof, physical object) part whole(body, house) instance of(w1, window)
isa(body, physical object) part whole(room, house) shape(r1, triangle)
isa(observation, task) purpose(body, container) shape(b1, square)
isa(protection, task) purpose(door, entrance) shape(w1, square)
isa(entrance, task) purpose(window, observation)
isa(container, physical object) purpose(roof, protection)

Now, let us assume that the retrieved case, cr, is the one described in Table 1.
This might happen, for instance, if the case base was composed of descriptions of
houses, the problem to solve was to �nd a house description according to a given
speci�cation and the speci�cation of cr was the most similar to the given one.
Let us also assume that we are in a creative setup, where we want to �nd ideas
for houses that, although satisfying the speci�cation, are novel and surprising.
Our proposal is to seek for surprising solutions by processing the adaptation
through blending cr with knowledge from a di�erent domain. The result will be
a case that shares part of its description with the retrieved case, but includes
contributions from the other domain. Such contributions may, for instance, �ll
existing gaps in cr, substitute part of its structure, etc. As we will see, the result
may be more or less divergent from the original domain of \houses" according
to how we control the blending process and \how far" from \houses" the other
domain is. The domain to use in this process may be chosen by the user, or may
result from a contextual analysis whose discussion is outside the scope of this
paper. We argue that Divago can deal with the process in a suitable way.

To illustrate our proposal, we re-visit the experiment described in [5], where
the blend of two domains, \boats" and \houses", is explored using just the mod-
ules Mapper and Blender of Divago, with the aim of studying their generation
potential. The situation is very similar to the one described in the previous sec-
tion, as cr, the \House" case, can be seen as an instance of the original \houses"
domain. With this analysis, we intend to illustrate how the \House" case can be
merged with the domain \boats".

In the experiment, the blendoid resulting from the most frequent mapping
represents a wide variety of instances for \boat-house". We show six of them in
Figure 3, where the visual representation of cr is shown on the left.

Fig. 3. The retrieved \House" case and six possible blends with the \boat" domain.
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We can see that the weight of the \boats" domain in the blends varies a lot.
The divergence of the blends from the stereotypical description of a Boat and
from cr also varies a lot, from a house with a hatch instead of a window to a
house with a sail instead of a door and a mast instead of a roof.

In Divago, the GA-like search for blends is guided by an implementation of a
variation of the \optimality principles" proposed in the CB theory, which favours
the coherence of the resulting blends. In the context of this proposal, however,
a metric for the similarity with the original problem speci�cation should also be
taken into account, and possibly assume a prevailing weight in measuring the
quality of the blends.

4 Conclusions

We argued that Conceptual Blending, and in particular its computational im-
plementation Divago, can provide an alternative adaptation mechanism for the
Reuse and Revise tasks of the classic CBR model. The idea is to blend the
case selected in the Retrieve task with knowledge from a di�erent domain. This
may prove especially e�ective in computational creativity contexts, where it may
provide an iterative divergence mechanism coupled with evaluation. The crite-
ria for evaluating each possible blend may combine measures of coherence with
measures of distance to the given problem speci�cation. This is a preliminary
proposal in the context of a Position Paper. De�nitely, further research is needed
to understand its limits.
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Future and Emerging Technologies (FET) programme within the Seventh Frame-
work Programme for Research of the European Commission, under the Con-
CreTe FET-Open project (grant number 611733) and the PROSECCO FET-
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Story 1 Story 2 Common structure
shows id371 id372 declare-war id818 id819 declare-war id818 id819
o�ers-exchange id371 id372 id373 sings id207 murder decides-to-react ?x1
not-perform-service id373 decides-to-react id142 sets-out ?x1
negative-result id373 sets-out id142 wins ?x1
consumes id373 id44 wins id142 brings-peace ?x1
acquires id373 magical-abilities brings-peace id142 arrives ?x1 ?x2
declare-war id818 id819 arrives id142 id730 disguised ?x1
dispatches id189 id373 disguised id142 unrecognised ?x1
tells id189 id373 past-misfortune unrecognised id142 claims id672 won id818
decides-to-react id373 claims id672 won id818 sets ?x3 ?x1
sets-out id373 sets id165 id142 involves di�cult-task ?x4
wins id373 involves di�cult-task strength solve ?x1 di�cult-task
brings-peace id373 solve id142 di�cult-task before dead-line
arrives id373 id728 before dead-line returns ?x1
disguised id373 returns id142 arrives ?x1 id730
unrecognised id373 arrives id142 id730 disguised ?x1
claims id672 won id818 disguised id142 unrecognised ?x1
sets id161 id373 unrecognised id142 claims id672 won id818
involves di�cult-task kissing claims id672 won id818 exposed id672
marked id373 exposed id672 not-solve id672 di�cult-task
solve id373 di�cult-task not-solve id672 di�cult-task
before dead-line new-physical-appearance id142
returns id373 punished id818
arrives id373 id730 tied-to id818 horse-tail
disguised id373
unrecognised id373
claims id672 won id818
exposed id672
not-solve id672 di�cult-task

Table 1: Table of events in each of the stories and the shared set of events.

3 A Callibration Exercise for Story Similarity

Although there are many possible representations for stories and many di�erent
metrics have been considered for story similarity, the present e�ort has been
focused on a particular representation format as used by an existing story gen-
erator, and a speci�c metric that allows automatic computation. These choices
were circumstantial on ease of access and are not considered optimal, but the
e�ort should produce valuable insights that can later be extended to other al-
ternatives.

3.1 Story Representation in the Propper System

The Propper system [5] constitutes a computational implementation of a story
generator based on Propp’s description of how his morphology might be used
to generate stories [13]. It produces stories as a sequence of states described in
terms of predicates that hold in the state. Characters, objects or locations are
represented as unique identi�ers in the predicates. This representation format
has been considered generic enough to allow for an initial calibration exercise,
considering that other formats may easily be converted into this one.

The representation includes predicates representing narrative events and
predicates describing properties of the characters that hold in particular states

138







In addition, the descriptions are based on the most important events in the
story, so not all events are considered equally important. The comparison also
shows that there is a high similarity between both stories in terms of characters
and some of the narrative arcs. For example, the hero returns in both stories but
to di�erent places and with di�erent disguises. However, these di�erences (place
and disguise) are not considered as important and the expert �nds similarity in
what is happening even when the stories are not exactly the same.

One of the main di�erences between the stories is that one of them involves
magic, but it is not considered so important because magic is not used in the
rest of the story. Finally, the di�erences in the endings are explicitly addressed
in the comparison. This means that the end of the story is an important part of
it.

3.3 Computing the Common Structure of Two Stories using Plan
Refinements

A story in its more basic form can be represented as a sequence of actions,
i.e., as a plan. There are di�erent approaches to compute the similarity of two
plans. In this paper we use the similarity measure based on plan re�nements
presented in [15] because it does not only provide a numerical similarity value
but an explicit description of the common structure shared by both plans. This
common structure can be seen as a directed graph in which each node represents
an action and each directed edge represents an ordering constraint. Two actions
are connected in the graph only if both actions appear in that order in the plans
being compared.

Besides the actions and their order, this similarity measure also considers
the action parameters and, if they are di�erent in both plans, it is able to infer
their common type according to a domain taxonomy. In this way, we are able to
detect objects, characters and locations in di�erent stories that have a di�erent
name but play the same role in the story.

The similarity measure computes this common structure performing succes-
sive re�nements in the space of partial plans [7]. There are �ve di�erent types
of re�nements that specialize a partial plan: to add a new action, to add a new
ordering constraint between two existing actions, to specialize the type of a vari-
able representing an action parameter according to a domain taxonomy, to unify
two di�erent variables, and to replace a variable with a domain constant.

The similarity measure works as follows. Let us suppose we want to compare
two plans (or stories) p1 and p2. The similarity measure begins with an empty
partial plan (a plan with no actions) that represents any possible plan and thus
it is more general than p1 and p2. Then the partial plan is specialized using a
re�nement operator (adding new actions and ordering constraints or specializing
the action’s parameters) until we reach another partial plan that cannot be
specialized anymore while being more general that both p1 and p2. This partial
plan is the most speci�c generalizer of p1 and p2, MSGpp1; p2q, and represents
the common structure shared by the two plans. The length of the re�nement
chain from the empty plan to the MSGpp1; p2q is an indicator of how similar
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This conclusion relates to the approach in [9] of considering similarity between
stories in terms of a shared summary, but extended to summarisation with an
important degree of abstraction. The work in [11], by virtue of being based on
description logic ontologies, does include the possibility of taxonomical reasoning
being applied in the process of measuring similarity. It is clear that this particular
approach should be explored in more detail in future work.

The version of the Propper system that has been employed here provides only
limited description of the characters. The descriptions considered are restricted
to speci�cation of the roles played in the narrative by particular characters,
and a number of properties of particular arguments that are relevant for the
correct chaining of later actions with their context of occurrence via their set of
preconditions.

An important problem from the point of view of assessing the novelty of cre-
ative processes is the need to consider an existing set of artifacts as a reference.
Generated artifacts are only novel if they are not similar to existing ones. How-
ever, from a computational point of view, the approach of keeping a record of
all existing artifacts of a given type, and computing the similarity of any newly
generated artifacts with this set is not practical [4]. Indexing solutions may be
used to improve e�ciency, but even so, solutions based on some level of abstrac-
tion, away from speci�c instances and addressing more generic characterisations
of the artifacts (in this particular case, stories) would prove more practical in
this context. Conformance or departure from Concepts such as conventional end-
ings, genre conventions, or character stereotypes may play a fundamental role in
assessing the novelty of stories beyond sequences of actions.

Overall, it seems that there are a number of aspects of stories that are relevant
when attempting to establish similarity between two instances of story. Just
how many such aspects should be included in a particular implementation as
a similarity metric may depend substantially on the purpose for which it is
intended. In the particular case of similarity metrics employed for case-based
reasoning, the choice of which aspects of similarity to model should be guided
by the particular aspects of the case that will be reused. If the cases are intended
to provide story structure, the similarity should focus on story structure. If the
cases are intended to inform decisions on the set of characters to employ, the
similarity should focus on the set of characters. In relation to the point raised
above concerning abstraction, it is important to note that focusing on particular
aspects of story similarity may require speci�c types of abstraction to implement
the described lifting operation. Where similarity metrics are used for evaluating
novelty in Computational Creativity settings, their use is much broader and it
becomes more di�cult to focus on particular aspects. Nevetheless, as it is very
important to consider issues of e�ciency, abstraction as means of reducing the
range of attributes that need to be compared will clearly play a fundamental
role in practical implementations.
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5 Conclusions and Future Work

The present work describes a process by which a computational system for com-
puting the similarity between narrative structures is compared and calibrated
against human judgment.

A number of issues considered by the human judge but not covered by the
system have been discovered. These should be considered as a check list for
the consideration of alternative metrics, and possibly as driving guidelines for
the development of more elaborate metrics speci�c to the assessment of story
similarity.

The work described in this paper has addressed sequential single narrative
threads. More complex narratives usually involve parallel story lines which merge
or split at several points in the overall narrative. Whether the current metrics
are valid for comparing similarity between this kind of narratives or not is yet
an open question. Additionally, the use of di�erent structures for stories also
opens a new path, namely the application of the current process to stories that,
while outputting an equivalent format, are generated by other story generation
systems, probably conveying di�erent semantics in the sequence of events, and
possibly richer relations between characters.

From this point of view, more recent versions of the Propper system [6]
address speci�cally the description of characters as they occur in the story, and
they should be explored in further work to extend the metric for similarity
to consider di�erences between the characters of two stories. For that work, it
may be necessary to focus on di�erences between characters ful�lling equivalent
narrative roles in the di�erent stories.

State is also fundamental in narrative composition and analysis. Narrative
understanding of statements like \John squashed the spider" heavily depend on
the relation between John and the spider (was it his mascot?). This kind of
information must be taken into account in a general model of story similarity.

In all cases, further research must look into more metrics for story comparison
and employ more experts to analyse how humans evaluate narratives. Following
the intuition that we, as humans, perform a complex set of comparisons for
evaluating similarity at di�erent levels can lead to the discovery of plausible
metrics and plausible aggregation methods into one single judgment.
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trajectory in the conceptual space. Figure 2 shows some con�gurations accord-
ing to the observed dimensions. Curvature and aperture can be easily de�ned in
terms of the generative parameters. For example, since the overall �gure is the
superposition of a �xed number of broken lines, curvature can be de�ned as the
angle formed by two adjacent segments in the broken line. According to the �rst
column of Figure 2, the trajectory of curvature is a horizontal line. Moreover,
aperture can be de�ned as the average di�erence between the curvature of two
adjacent components. In the case of symmetry, the de�nition in terms of gener-
ative parameters seems more naturally de�nable \a posteriori", as a constraint
on the generated shape.

Optimal Con�gurations Finally, the third observation is that, in each
region associated to speci�c type of shapes, the aesthetic value of the shapes
seems to change according to di�erent generative parameters and dimensions.
Furthermore, each column of Figure 2 shows that the aesthetic value seems to
reach a maximum in correspondence of speci�c subsets of each region. These
\optimal con�gurations" seem to be associated to speci�c ranges of curvature,
aperture, and symmetry. At this stage of the research, this claim is proposed as
an intuition to be formalized and empirically evaluated. In particular, it would
be necessary to attempt a formal de�nition of aesthetic value in terms of the
shape dimensions mentioned above. Moreover, an evaluation with human judges
is needed to study to what extent there is agreement on the aesthetic values and
their variation along the di�erent shapes. Speci�cally, we intend to employ type
of evaluation with subjects analogous to the one performed by Noy et al. [7]

3 Basin Jumping

If we consider a speci�c path in the square mapping the conceptual space, such
that the variation of the aesthetic value is positive and reach its maximum in
correspondence of the optimal con�gurations, we can view it from two di�erent
perspectives. On one hand, the path can describe a search session in the con-
ceptual space of a creative system. On the other hand, it can be interpreted as
a trajectory in the phase space of a dynamical system. According to the second
interpretation, we can view each region of the conceptual space, associated to
di�erent shape types, as basins of attraction and their optimal con�gurations as
the corresponding attractors. An attractor is a set of states (i.e., elements of the
state space of a dynamical system) towards which a set of dynamical paths tend
to evolve [9]. We go beyond the speci�c example described above and suppose
that there is a large number of creative systems whose conceptual spaces can be
decomposed in basins of attraction. Moreover, we hypothesize that the \creativ-
ity" of these system should not simply consist of the capability to generate the
conceptual space and, starting from an initial con�guration, explore its basin of
attraction. Indeed, they should be capable of reaching basins of attraction not
containing the past examples. In other words, if we assume the creativity as a
search in the conceptual space, a higher degree of creativity is associated to the
search of new basins of attraction.

149
























