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Abstract The spatial expression “near” describes proximity and is fre-

quently used for web search such as “gas stations near the old market”.

What is “near” depends on the context and I investigate how a context

dependent model for “near” can be formulated. For doing so, I investigate

the following questions: (i) what is the relevant contextual information

for “near”? (ii) how does the identified information influence the inter-

pretation of near? To answer these questions, my research consists of

identifying the context factors and then learn from data how these context

factors have an effect on a qualitative or quantitative distance measure of

“near”, which enables me to formulate a contextualized model for “near”

1 Background

As social beings we do not only rely on finding objects in the world, but we also
are able to describe and communicate via natural language (NL), where these
objects are located. For this reason, NL is full of spatial descriptions and one of its
essential building blocks are prepositions such as “left of”, “right of”, “above”[15].
The prepositions expressing proximity for spatial relations are as follows: “near”,
“nearby” or “close”. These prepositions, which describe proximity between two
objects, are sometimes also called qualitative spatial distance relations.

The preposition “near” is used pervasively in many tasks of our daily life. For
instance in route descriptions:“Head to the gravel FR 328 at the south end of

Moqui Lodge, near the gas station”[18, p.68], place descriptions: “There is a

Starbucks in the Marriott, and a small Mexican restaurant near the gas station

opposite the Crowne Plaza.”1, or web queries: “gas station near my current

location”.
Especially the case of web queries is interesting. This since studies have shown

that a substantial percentage (14% − 18%) of search queries with traditional
search engines contain at least one geographic related term [25,5] and among
these search terms the most frequent is “near”. Hence, the understanding of “near”
is an important and challenging problem in human-machine interaction, query
answering systems, semantic search or location based-services (LBS).

Spatial distance relations are usually characterized as a 2-place relation, such
as near(x, y), whereas the first argument of the relation is called the to-be-
located-object (LO) and the second argument is called reference object (RO) [15].
1 http://www.tripadvisor.co.uk/ShowUserReviews-g34438-d87115-r75717164-Crowne_

Plaza_Miami_Airport-Miami_Florida.html

http://www.tripadvisor.co.uk/ShowUserReviews-g34438-d87115-r75717164-Crowne_Plaza_Miami_Airport-Miami_Florida.html
http://www.tripadvisor.co.uk/ShowUserReviews-g34438-d87115-r75717164-Crowne_Plaza_Miami_Airport-Miami_Florida.html
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For instance, at the example “the gas station near the old market”, this can be
represented as the relation: near(gasstation, oldmarket), whereby “gas station”
is the LO and “old market” the RO.

Current models for “near” take a simplistic approach. One approach is by
assuming an a priori determined radius around the object of interest. Then, for
instance, everything within a radius of 15km is deemed to be near. Another
approach is to use an implementation of the (k-)nearest neighbor algorithm. A
descending list of objects with respect to Euclidean distance is generated and a
cut-off point or threshold on this list is assumed (k ≤ n ∼= near). For instance,
the value for the cut-off point can be 15 and, consequently, the 15 nearest objects
are considered to be near.

For practical reasons, these models, however, ignore the fact, that “near”
is context dependent and interpreting “near” in different contexts results in
a different distance threshold [6]. For instance, “a gas station nearby” means
something different in an urban densely populated area, where gas stations are
more common than in rural and sparsely populated areas. In the former case “a
gas station nearby” means at most 10 min driving time, in the latter case this
can mean up to one hour or more.

It is expected that a contextualized model of “near” not only is more adequate
but also more accurate. In order to be able to formulate a contextualized model
of “near” the following needs to be identified. (i) what is the relevant contextual
information for “near”? (ii) how does the identified information influence the
interpretation of near? To answer these questions, a systematic investigation of
the relation between context and “near” is needed. However, no such investigation
exists so far.

My research answers these questions by identifying the context factors which
have an influence on “near” and then learn from data to assess the actual distance
of “near” in a given context.

2 Related Work

A way to deal with context for “near” is by assuming that the context can be made
explicit. This might be a domain specific model produced by a domain expert [3]
or a general model containing user feedback collected with a question answering
(QA) system [22]. While the two approaches take systematically context into
account, they run into problems when the contextual information needs to be
classified automatically. This is problematic in cases where the input by a domain
expert or the user is not technically not feasible.

In this case another approach of contextual modeling within the setting of
supervised learning is more appropriate. In such a setting the contextual features
are detected from text [29] and mapped to a set of static attributes (context
factors or CFs). This method follows the idea of Adomavicius et al. [1], who
claim that contextual modeling can be achieved by representing the context as
an enumerated set of CFs. To enable contextual modeling the following elements
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need to be known: (i) How can “near” be measured? (ii) How do the CFs modify
the distance measure for “near”?

For question (i), defining an adequate distance measure for “near” has proven
to be difficult. This as the nearness relation has the peculiarity of being positive,
not necessarily symmetric, and ignoring the triangle-inequality [33]. For
this reason, various different distance measures have been proposed. Among
the quantitative distance measure these are: Eucledian distance [7,6], relative

distance [33], or travel time [20,14]. Among the qualitative distance measure,
these are: network distance (i.e. street network) [9,3], and topological connectivity

(i.e. adjacency of regions) [2,10].

For question (ii) it is then hypothesized that the CFs can either induce a
threshold [6] on the distance measure or modify the scale of the distance measure.
In previous studies, so far, it has been detected that a CF can either shorten or
lengthen the “near” distance.

Factors that have a decreasing effect are barriers [16,23,4,3], such as rivers,
railway tracks, highways or, borders.

Factors that have an increasing effect are as follows. Channels [19,11,17]:
channels are objects where a person can move along, such as rivers, railway
tracks, or highways2. Familiarity [35,13]: If the subject is familiar with the LO
an increased distance is observed. Reachability [9,35,3]: The reachability via a
network (i.e. route network, public transport) influences “near”and the higher
the reachability of the LO, the higher the distance for “near”. Type of the

object [9,31]: In case the RO is a point of interest (POI), such as a museum
or a cinema, increased distances for “near” are observed. The distance further
increases in case the object is a landmark (Big Ben, Eiffel Tower).

Factors that either increase or decrease the distance are as follows. Hier-

archical information [27,21,30]: Geographical information of country borders
or administrative units influence the distance of “near”. This can also be the
common upper-level administrative unit of the LO and the RO [10]. Dimensions

of the objects [28,9,3,22]: a small object has a smaller nearness distance than
a bigger one. Affinity/Attraction [8,35,4]: If a subject has a special attraction
towards the RO or LO, such as political or social affiliation, the distance for “near”
increases. In case of a negative attitude towards the LO or RO, the distance for
“near” decreases.

While a wide variety of different CFs have been detected so far, these CFs,
however, have been studied mostly in isolation. Thus, a systematic study of the
CFs is missing, as the CFs have rarely been studied in combination with each
other, nor are there any studies investigating the conditions for an appropriate
CF.

2 Objects such as rivers, railway track lines, highways can serve both as barriers and

as channels.
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3 Research Questions & Hypotheses

The aim of my research is to formulate a contextualized nearness model. Such a
model can classify objects as “near/not near” depending on CFs in combination
with its appropriate distance measure. For doing so, a systematic study is needed
from which we can infer how a CF determines what is considered to be “near/not
near” and how well such CFs improve the classification of “near/not near”. These
assumptions inform my research questions (RQ1 — RQ3): RQ1 is concerned
with context factors in general: RQ1.1: Do context factors determine nearness?
RQ1.2: Which context factors determine nearness? RQ2 is concerned with
the comparability of CFs: Do context factors interact with one of the nearness
measures (Euclidean distance, traveling time, network connectivity) or with each
other? RQ3 is concerned with the proximity measures: Which distance measure
makes a better predictor for nearness modeling?

Validating the following hypotheses (H1 — H3) will answer my RQs. H1.1:

Using only a distance measurement (quantitative or qualitative distance measure-
ment) gives us less accurate nearness predictions. H1.2. At least the following
context factors determine nearness: Mode of Transportation (i.e. driving, walking,
public transport), size of the object, reachability, urban/rural and its common
upper level administrative division. H2: A model consisting of “driving” and
“urban” induces a different threshold on the absolute distance than “driving”
and “rural” or “walking” and “urban”. H3: How well a measure predicts “near”,
depends on the context. For instance, in the context of traveling, traveling time
is a better predictor than Euclidean distance or network connectivity.

4 Research Methodology

I will formulate context dependent models of “near” by using an inductive
algorithm (supervised prediction). By identifying the relevant CFs, a contextual
threshold for “near” or a probability of class membership can be learned.

Most training data will consist of geo-processed nearness information from
various NL corpora (within the domain of geographic description and tourism):
Geograph3 and TripAdvisor 4. I will follow related work on extracting the
nearness relation [12,34,31,26]. This task consists of identifying the word “near”,
its synonyms and the arguments of the nearness relation (RO & LO). In case
of the Geograph.co.uk corpus, a sentence such as “This large substation is near
the towns of Wrexham and Rhosllanerchrugog in Wales”5 can be found. The LO
is identified as the GPS-coordinates of the photo and the RO is identified by
using a NL-syntax parser by looking for the named entity within the syntactic
sub-tree of the prepositional phrase. The nearness relation is extracted together
with the event or activity such as “near for a daily commute” or “near for grocery

3 http://geograph.co.uk
4 http://archive.ics.uci.edu/ml/datasets/OpinRank+Review+Dataset
5 http://www.geograph.org.uk/photo/39134

http://geograph.co.uk
http://archive.ics.uci.edu/ml/datasets/OpinRank+Review+Dataset
http://www.geograph.org.uk/photo/39134
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shopping” so that the context can be identified. Additionally, the objects (LO,RO)
are georeferenced, which enables to calculate the necessary metrics for our CFs:

– distance metrics (Euclidean distance between LO and RO via Haversine
Formula)

– travelmetrics (walking, driving, biking time between LO and RO via Open-
streetmap)

– the size of RO
– properties of the LO and RO (urban, rural, county/district, point of interest)

6

– determine the connectedness of the RO and LO
Additionally I will also use specialized datasets for “near”, such as the collection
of recreation areas near Swiss urban centers [17].

My contextualized models are schematized as follows: near/¬near = µ + β1 +
β2 + . . . + βn. That is, a model consists of a distance measure (µ): quantitative
(Euclidean distance, travel time) or qualitative (network connectivity) and a
set of context factors (β1 + β2 + . . . + βn). Hence, a model in the domain of
traveling might look as follows: near = traveltime + dimension object + urban +
type. For each model I will use supervised prediction to learn a threshold or
class membership probability for near, based on context factors and a distance
measure. The methods for doing so will be by logarithmic regression and Bayesian
classifiers. For model comparison, I will use Receiver Operating Characteristic
(ROC) curves [24], which compare the different models with respect to their
expected outcome (sensitivity & specificity). This, because I assume a skew in my
dataset. I will also validate my models via cross-validation to avoid overfitting of
my contextualized models.

My hypotheses are tested as follows: For H1.1. I formulate two models. The
first model contains only a distance measure without any CF and the second
contains a distance measure and all CFs. H1.1. is confirmed when the prediction
accuracy of the model with the CFs is higher than the model without the CFs.

H1.2: I formulate a model with all the context factors. The second model
contains all the context factors minus one CF. If the accuracy decreases then the
context factor has a contributive effect and H1.2. is confirmed.

H2: To check if there is an interaction between either the distance measure
and its context factors or between the context factors, I check if the distance
measure is conditionally dependent on one of the context factors. If the context
factors are conditionally dependent on each other, interaction effects are present.
To test this I will use the Naïve Bayes classification algorithm, which assumes that
all the independent variables are conditionally independent of each other. The
AODE algorithm [32] weakens the independence assumption If the accuracy of
Naïve Bayes is as good or better than AODE (compared via ROC), no interaction
among the independent variables occur. If, however, the accuracy of AODE is
better, interaction among the variables occur.

6 This information can be obtained from Corine Landcover dataset: http://www.eea.

europa.eu/data-and-maps

http://www.eea.europa.eu/data-and-maps
http://www.eea.europa.eu/data-and-maps
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H3 I build several models (M = µ1 + β1 + β2 + . . . + βn), whereby the
distance measure (µn) varies for each model. If the accuracy of one model is
better in one context, H3.1. is confirmed.

5 Research Plan

My research consists of the following tasks: (i)identifying the CFs, (ii) extract
the information from NL-corpora and (iii) use the gained information to build
context dependent models for “near”. Currently, I am finishing my first task,
which aims to identify the CFs in the literature. This work cumulates into a
literature review paper which is in preparation and is scheduled to be finished
in November. My second task is to build contextualized models for “near”. The
necessary data for my modeling task will be data extracted from NL-corpora. I
assume that the extraction from NL-corpora will be the most time consuming
task (November 2015 — June 2016) and upon completion I can formulate and
evaluate my context-dependent models for “near”. In parallel I will also start my
write-up and finish and submit my thesis (July 2016 — October 2016) and my
research plan is summarized in the following Gantt chart:

2015 2016

9 10 11 12 1 2 3 4 5 6 7 8 9 10

Identifying CFs

Write Paper
Journal Submission

Modeling “near” with CFs

Extraction from NL Corpora
Modeling

Writeup

Writing Thesis
Submit Thesis

6 Expected Contributions

The goal of my research is to formulate contextualized models for “near”. I do
this by empirically testing how to determine what is near given the information
obtained from the context. By doing so, I expect to get an insight on which
contextual information is relevant for “near” and I will make the following
contributions. From an engineering point of view, I will provide nearness models
with an increased accuracy which also needs to make fewer a priori assumptions.
From a cognitive point of view I will provide the conditions for and when a CF
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has a contributing effect on determining what is near and henceforth give more
insight on the interplay between context and “near”.
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