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Abstract

We propose a constructive neural-network model comprised of deterministic units
which estimates and represents probability distributions from observable events
— a phenomenon related to the concept of probability matching. We use a form
of operant learning, where the underlying probabilities are learned from positive
and negative reinforcements of the inputs. Our model is psychologically plausible
because, similar to humans, it learns to represent probabilities without receiving
any representation of them from the external world, but rather by experiencing
individual events. Also, we discuss how the estimated probabilities can be used in
a setting with deterministic units to produce matching behaviour in choice. Our
work is a step towards understanding the neural mechanisms underlying probabil-
ity matching behavior by specifying processes at the algorithmic level.

1 Introduction

The matching law states that the rate of a response is proportional to its rate of observed rein-
forcement and has been applied to many problems in psychology and economics [1, 2]. A closely
related empirical phenomenon is probability matching where the predictive probability of an event
is matched with the underlying probability of its outcome [3]. For example, in decision theory, many
experiments show that participants select alternatives proportional to their reward frequency. This
means that in many scenarios, instead of maximizing their utility by always choosing the alternative
with the higher chance of reward, they match the underlying probabilities of different alternatives.
This is in contrast with the reward-maximizing strategy of always choosing the most probable out-
come. The apparently suboptimal behaviour of probability matching is a long-standing puzzle in the
study of decision making under uncertainty and has been studied extensively [4–9].

In this paper, we provide a psychologically plausible neural framework to explain probability match-
ing at Marr’s implementation level [10]. We introduce an artificial neural network framework which
can be used to explain how deterministic neural networks can learn to represent probability distri-
butions, even without receiving any direct representations of these probabilities from the external
world. We offer an explanation of how the network is able to estimate and represent probabilities
solely from observing the occurrence patterns of events, in the manner of probability matching. In
the context of Bayesian models of cognition, such probability-matching processes could explain the
origin of the prior and likelihood probability distributions that are currently assumed or constructed
by modelers. Thus, in contrast to current literature that proposes probability matching as an alterna-
tive to Bayesian models [11, 12], we argue that probability matching can be seen as part of a larger
Bayesian framework to learn prior and likelihood distributions which can then be used for Bayesian
inference.
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2 Problem Statement

We provide a neural-network framework with deterministic units capable of implementing probabil-
ity matching, i.e., learning the underlying probabilities (knowledge) and making choices using those
probabilities (use). We assume that a direct representation of these probabilities from the external
world is not available, and the probabilities must be estimated from input instances reinforced at
various frequencies. For example, for a stimulus, s, reinforced on k out of its total n presentations
in the training set, probability matching yields P̂ (s) = k/n.

Mathematically, we assume the task of learning a probability mass function P : H → [0, 1], where
H is a discrete hypothesis space. The training set consists of a collection of input instances rein-
forced with a frequency proportional to an underlying probability function; i.e., the hypothesis hi is
paired with observations sampled from Bernoulli (P (hi)) where 1 corresponds to a positive rein-
forcement and 0 corresponds to a negative reinforcement. Then, the knowledge part of probability
matching reduces to estimating the actual probabilities from these 0 or 1 observations. This is in
accordance with the real-world scenarios, where observations are in the form of events which can
occur or not (represented by outputs of 1 and 0, respectively) and the learner does not have access
to the actual probabilities of those events.

We use deterministic neural networks where each unit takes a weighted sum of inputs from some
other units and, using its activation function, computes its output. These outputs are propagated
through the network until the network’s final outputs are computed in the last layer. We consider
a neural network with a single input unit (taking hi) and a single output unit (representing the
probability). Our goal is to learn a network that outputs P (hi) when hi is presented at the input.

In classical artificial neural networks, the target values are fixed and deterministically derived from
the underlying function and the corresponding inputs. However, in the problem we consider here, we
do not have access to the final, fixed targets (i.e., the actual probabilities). Instead, the training set is
composed of input instances that are reinforced with various frequencies. An important question is
whether a network of deterministic units can learn the underlying probability distributions from such
0, 1 observations. And if yes, how? We answer these two questions in Sections 4 and 5, respectively.
Then, in Section 6, we show the learned probabilities can be used to produce matching behaviour.

3 Related Work

Our proposed scheme differs from the classical approach to neural networks in that there is no one-
to-one relationship between inputs and output. Instead of being paired with one fixed output, each
input is here paired with a series of 1s and 0s presented separately at the output unit. Moreover, in
our framework, the actual targets (underlying probabilities) are hidden from the network and, in the
training phase, the network is presented only with inputs and their probabilistically varying outputs.

The main difference of our work with the current literature (and the main novelty of this work) is
the use of a population of deterministic units to learn the probabilities and producing the match-
ing behaviour. The relationship between neural network learning and probabilistic inference has
been extensively studied mainly with stochastic units that fire with particular probabilities. Boltz-
mann machines [13] and their various derivatives, including Deep Learning in hierarchical restricted
Boltzmann machines (RBM) [14], have been proposed to learn a probability distribution over a set
of inputs. There are many other papers studying probabilistic computations that can be done using
similar networks (e.g., [15–18]). See [19] for a more comprehensive review.

In our model, representation of probability distributions emerges as a property of a network of de-
terministic units rather than having individual units with activations governed by some probability
distribution. Moreover, models with stochastic units such as RBM “require a certain amount of prac-
tical experience to decide how to set the values of numerical meta-parameters” [20], which makes
them neurally and psychologically implausible for modeling probability matching in the relatively
autonomous learning of humans or animals. As we see later, our model implements the probability
matching in a relatively autonomous, neurally–plausible fashion, by using deterministic units in a
constructive learning algorithm that builds the network topology as it learns.
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4 Statistical Properties

In this section, we show that the successful training of a deterministic neural network to minimize
the output error for the problem defined in Section 2 results in learning the underlying probabilities.

Remember that the training set consists of hypotheses, hi, paired with a sequence of probabilistic
outputs, rij , set to either 1 (positive reinforcement) or 0 (negative reinforcement). The frequency
of the reinforcement (outputs of 1) is determined by the underlying probability distribution. The
structure of the network and the weights are adjusted (more details later) to minimize the sum-of-
squares error:

E =
1

2

∑
i,j

(oi − rij)2, (1)

where oi is the network’s output when hi is presented at the input layer. We show that minimizing
this error, results in learning the underlying distribution: if we present a sample input, the output
of the network would be its probability of being reinforced. Note that we never present this prob-
ability explicitly to the network. This means that the network learns and represents the probability
distributions from observing patterns of events.

The statistical properties of feed-forward neural networks with deterministic units have been studied
as non-parametric density estimators. Denote the inputs of a network with X and the outputs with
Y (both can be vectors). In a probabilistic setting, the relationship between X and Y is determined
by the conditional probability P (Y |X). In [21] and [22], White showed that under certain assump-
tions, feed-forward neural networks with a single hidden layer can consistently learn the conditional
expectation functionE(Y |X). However, as White mentions, his analyses “do not provide more than
very general guidance on how this can be done” and suggests that “such learning will be hard” [21, p.
454]. Moreover, these analyses “say nothing about how to determine adequate network complexity
in any specific application with a given training set of size n” [21, p. 455]. In this section, we
extend these results to a more general case with no restrictive assumptions about the structure of the
network and the learning algorithm. Then, in the next section, we propose a learning algorithm that
automatically determines the adequate network complexity in any specific application.

In the following, we state the theorem and our learning technique for the case where Y ∈ {0, 1},
since in this case E(Y = 1|X) = P (Y = 1|X). Thus, learning results in representing the under-
lying probabilities in the output unit. The extension of the theorem and learning algorithm to more
general cases is straightforward.

Theorem 1. Assume that P : H → R is a probability mass function on a hypothesis space, H ,
and we have observations {(hi, rij) | rij ∼ Bernoulli(P (hi)), hi ∈ H}. Define the network error
as the sum–of–squares error at the output:

Ep =
1

2

∑
i

n∑
j=1

(oi − rij)2. (2)

where oi is the network’s output when hi is presented at the input, and rij is the probabilistic output
determining whether the hypothesis hi is reinforced (rij = 1) or not (rij = 0). Then, any learning
algorithm that successfully trains the network to minimize the output sum–of–squared error yields
probability matching (i.e., reproduces f in the output).

Proof. Minimizing the error, we have:

∇Ep =

(
∂Ep
∂o1

, . . . ,
∂Ep
∂om

)
=

n · o1 − n∑
j=1

r1j , . . . , n · om −
n∑

j=1

rmj

 = 0 (3)

⇒ o∗i =

n∑
j=1

rij
n
, ∀i. (4)

According to the strong law of large numbers o∗i
a.s.→ E[rij ] = P (hi),∀hi ∈ H , where a.s.→ denotes

almost sure convergence. Therefore, the network’s output converges to the underlying probability
distribution, P , at all points.
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Theorem 1 shows the important point that neural networks with deterministic units are able to
asymptotically estimate an underlying probability distribution solely based on observable reinforce-
ment rates. Unlike previous similar results in literature [21–23], Theorem 1 does not impose any
constraint on the network structure, the learning algorithm, or the distribution being learned. How-
ever, an important assumption in this theorem is the successful minimization of the error by the
learning algorithm. As pointed out earlier, two important questions remain to be answered: (i) how
can this learning be done? and (ii) how can adequate network complexity be automatically identi-
fied for a given training set? In the next section, we address these problems and propose a learning
framework to successfully minimize the output error.

5 The Learning Algorithm

The outputs in the training set, paired with input hypotheses, are 0 or 1. Our goal in probability
matching is not to converge to any of these values, but to the underlying probability. To achieve that
goal we use the idea of learning cessation [24]. The learning cessation method monitors learning
progress in order to autonomously abandon unproductive learning. It checks the absolute difference
of consecutive errors and if this value is less than a fixed threshold multiplied by the current error for
a fixed number of consecutive learning phases (called patience), learning is abandoned. This tech-
nique for stopping deterministic learning of stochastic patterns does not require the psychologically
unrealistic validation set of training patterns [25, 26].

Our method is presented in Algorithm 1 where we represent the whole network (units and connec-
tions) by the variable NET. Also, the learning algorithm we use to train our network is represented
by the operator train one epoch, where an epoch is a pass through all of the training pat-
terns. We can use any algorithm to train our network, as long as it successfully minimizes the error
term in (2). Next, we present a learning algorithm that can achieve that goal.

Algorithm 1 Probability matching with neural networks and learning cessation
Input: Training Set Strain = {(hi, rij) | hi ∈ X ; rij ∼ Bernoulli(P (hi))};

Cessation threshold εc; Cessation patience patience
Output: Learned network outputs {oi , i = 1, . . . ,m}
counter ← 0, t← 0
while true do

({oi | i = 1, . . . ,m},NET)← train one epoch(NET, Strain) . Updating the network
Ep(t)← 1

2

∑m
i=1

∑n
j=1(oi − rij)2 . Computing the updated error

if |Ep(t)− Ep(t− 1)| ≥ εc · |Ep(t)| then . Checking the learning progress
counter ← 0

else
counter ← counter + 1
if counter = patience then

break
end if

end if
t← t+ 1

end while

Theorem 1 proves that the minimization of the output sum–of–squared error yields probability
matching. However, the unusual properties of the training set we employ (such as the probabilistic
nature of input/output relations) as well as the fact that we do not specify the complexity of the un-
derlying distribution in advance may cause problems for some neural learning algorithms. The most
widely used learning algorithm for neural networks is Back Propagation, also used in [27] in the con-
text of probability matching. In Back Propagation (BP), the output error is propagated backward and
the connection weights are individually adjusted to minimize this error. Despite its many successes
in cognitive modeling, we do not recommend using BP in our scheme for two important reasons.
First, when using BP, the network’s structure must be fixed in advance (mainly heuristically). This
makes it impossible for the learning algorithm to automatically adjust network complexity to the
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problem at hand [21]. Moreover, this property limits the generalizability and autonomy of BP and
also, along with back-propagation of error signals, makes it psychologically implausible. Second,
due to their fixed design, BP networks are not suitable for cases where the underlying distribution
changes over time. For instance, if the distribution over the hypothesis space gets much more com-
plicated over time, the initial network’s complexity (i.e., number of hidden units) would fall short of
the required computational power.

Instead of BP, we use a variant of the cascade correlation (CC) method called sibling-descendant
cascade correlation (SDCC) which is a constructive method for learning in multi-layer artificial
neural networks [28]. SDCC learns both the network’s structure and the connection weights; it
starts with a minimal network, then automatically trains new hidden units and adds them to the
active network, one at a time. Each new unit is employed at the current or a new highest layer and
is the best of several candidates at tracking current network error.

The SDCC network starts as a perceptron topology, with input units coding the example input (in
our case, a single unit coding the input) and output units coding the correct response to that input (in
our case, a single unit representing the probability). In a constructive fashion, deterministic units are
recruited into the network one at a time as needed to reduce error. In classical CC, each new recruit
is installed on its own layer, higher than previous layers. The SDCC variant is more flexible in that
a recruit can be installed either on the current highest layer (as a sibling) or on its own higher layer
as a descendent, depending on which location yields the higher correlation between candidate unit
activation and current network error [28]. In both CC and SDCC, learning progresses in a recurring
sequence of two phases – output phase and input phase. In output phase, network error at the output
units is minimized by adjusting connection weights without changing the current topology. In the
input phase, a new unit is recruited such that the correlation between its activation and network error
is maximized. In both phases, the optimization is done by the Quickprop algorithm [29].

SDCC offers two major advantages over BP. First, it constructs the network in an autonomous fash-
ion (i.e., a user does not have to design the topology of the network, and also the network can
adapt to environmental changes). Second, its greedy learning mechanism can be orders of magni-
tude faster than the standard BP algorithm [30]. SDCC’s relative autonomy in learning is similar
to humans’ developmental, autonomous learning [31]. With SDCC, our method implements psy-
chologically realistic learning of probability distributions, without any preset topological design.
The psychological and neurological validity of cascade-correlation and SDCC has been well doc-
umented in many publications [32, 33]. These algorithms have been shown to accurately simulate
a wide variety of psychological phenomena in learning and psychological development. Like all
useful computational models of learning, they abstract away from neurological details, many of
which are still unknown. Among the principled similarities with known brain functions, SDCC ex-
hibits distributed representation, activation modulation via integration of neural inputs, an S-shaped
activation function, layered hierarchical topologies, both cascaded and direct pathways, long-term
potentiation, self-organization of network topology, pruning, growth at the newer end of the network
via synaptogenesis or neurogenesis, weight freezing, and no need to back-propagate error signals.

6 Generating Matching Behaviour with Deterministic Units

The term “probability matching” either refers to learning the underlying probabilities or to making
choices using those probabilities. So far, we explained how a neural network can learn to estimate
the probabilities. In this section, we discuss how this estimated probability can be used in a setting
with deterministic units to produce matching behaviour in choice. We show that deterministic units
with simple thresholding activation functions and added Gaussian noise in the input can generate
probabilistic outputs similar to probability matching behaviour. Assume that we have a neuron with
two inputs: the estimated probability that a response is correct, 0 ≤ v ≤ 1, and a zero–mean
Gaussian noise, ε ∼ N (0, γ). Then, given the thresholding activation function, the output will be 1
if v + ε > τ and 0 if v + ε ≤ τ for a given threshold τ . Therefore, the probability of producing 1 at
the output is:

P (output = 1|v, τ, γ) = P (v + ε > τ) = P (ε > τ − v) =

f(v)︷ ︸︸ ︷
0.5− 0.5 erf

(
τ − v
γ
√
2

)
, (5)
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where erf denotes the error function: erf(x) = (2/
√
π)
∫ x

0
e−t2 dt. It is easy to see that f(v) lies

between 0 and 1 and, for appropriate choices of τ and γ, we have f(v) ' v for 0 < v < 1
(see Fig. 1). Thus, a single thresholding unit with additive Gausian noise in the input can use the
estimated probabilities to produce responses that match the response probabilities (similar to the
matching behaviour of people using probabilistic knowledge to make their choices).
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Figure 1: A deterministic unit with a thresholding activation function generating responses that
match the probabilities that each response is correct (τ = 1, γ = 0.35)

7 Simulation Study

7.1 Probability Matching

Through simulations, we show that our proposed framework is indeed capable of learning the under-
lying distributions. We consider two cases here, but similar results are observed for a wide range of
distributions. First, we consider a case of four hypotheses with probability values 0.2, 0.4, 0.1, and
0.3. Also, we consider a Normal probability distribution where the hypotheses correspond to small
intervals on the real line from −4 to 4. For each input sample we consider 15 randomly selected
instances in each training epoch. As before, these instances are positively or negatively reinforced
independently and with a probability equal to the actual underlying probability of that input. We
use SDCC with learning cessation to train our networks. Fig. 2, plotted as the average and stan-
dard deviation of the results for 50 networks, demonstrates that for both discrete and continuous
probability distributions, the network outputs are close to the actual distribution. Although, to save
space, we show the results for only two sample distributions, our experiments show that our model is
able to learn a wide range of distributions including Binomial, Poisson, Gaussian, and Gamma [34].
Replication of the original probability distribution by our model is important, because, contrary to
previous models, it is done without stochastic neurons and without any explicit information about
the actual distribution or fitting any parameter or structure in advance. Moreover, it is solely based
on observable information in the form of positive and negative reinforcements.
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Figure 2: Replication of the underlying probability distribution by our SDCC model. The results
(mean and standard deviation) are averaged over 50 different networks.
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7.2 Adapting to Changing Environments

In many naturally–occurring environments, the underlying reward patterns change over time. For
example, in a Bayesian context, the likelihood of an event can change as the underlying conditions
change. Because humans are able to adapt to such changes and update their internal representations
of probabilities, successful models should have this property as well. We examine this property
in the following example experiment. Assume we have a binary distribution where the possible
outcomes have probabilities 0.2 and 0.8, and these probabilities change after 400 epochs to 0.8 and
0.2, respectively. In Fig. 3(a), we show the network’s outputs for this scenario. We perform a similar
simulation for the continuous case where the underlying distribution is Gaussian and we change the
mean from 0 to 1 at epoch 800; the network’s outputs are shown in Fig. 3(b). We observe that in
both cases, the network successfully updates and matches the new probabilities.

We also observe that adapting to the changes takes less time than the initial learning. For example, in
the discrete case, it takes 400 epochs to learn the initial probabilities while it takes around 70 epochs
to adapt to the new probabilities. The reason is that for the initial phase, constructive learning has to
grow the network until it is complex enough to represent the probability distribution. However, once
the environment changes, the network has enough computational capability to quickly adapt to the
environmental changes with a few internal changes (in weights and/or structure). We verify this in
our experiments. For instance, in the Gaussian example, we observe that all 20 networks recruited
5 hidden units before the change and 11 of these networks recruited 1 and 9 networks recruited 2
hidden units afterwards. We know of no precise psychological evidence for this reduction in learning
time, but our results serve as a prediction that could be tested with biological learners. This would
seem to be an example of the beneficial effects of relevant existing knowledge on new learning.
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Figure 3: Reaction of the network to the changes in target probabilities.

8 Discussion

A mentioned before, probability matching (choosing alternatives proportionally to their reward fre-
quency) is in contrast with the reward-maximizing strategy of always choosing the most proba-
ble outcome. There are numerous, and sometimes contradictory, attempts to explain this choice
anomaly. Some suggest that probability matching is a cognitive shortcut driven by cognitive limita-
tions [3, 4]. Others assume that matching is the outcome of misperceived randomness which leads
to searching for patterns even in random sequences [5, 35]. It is shown that as long as people do
not believe in the randomness of a sequence, they try to discover regularities in it to improve accu-
racy [6]. It is also shown that some of those who perform probability matching in random settings
have a higher chance of finding a pattern when one exists [7]. In contrast to this line of work,
some researchers argue that probability matching reflects a mistaken intuition and can be overridden
by deliberate consideration of alternative choice strategies [8]. In [9], the authors suggest that a
sequence-wide expectation regarding aggregate outcomes might be a source of the intuitive appeal
of matching. It is also shown that people adopt an optimal response strategy if provided with (i)
large financial incentives, (ii) meaningful and regular feedback, or (iii) extensive training [36].

Our neural-network framework is compatible with all these accounts of probability matching.
Firstly, probability matching is the norm in both humans [37] and animals [38, 39]. It is clear
that in these settings agents who match probabilities form an internal representation of the outcome
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probabilities. Even for particular circumstances where a maximizing strategy is prominent [7,36], it
is necessary to have some knowledge of the distribution to produce optimal-point responses. Having
a sense of the distribution provides the flexibility to focus on the most probable point (maximizing),
sample in proportion to probabilities (matching), or even generate expectations regarding aggregate
outcomes (expectation generation), all of which are evident in psychology experiments.

Probabilistic models of cognition can be defined with either symbolic or continuous representations,
or hybrids of both. In fact, more effective routes to understanding human intelligence can be found
by combining these two traditionally opposing approaches using a statistical inference scheme over
structured symbolic knowledge representations [40]. Our proposed neural interpretation of proba-
bilistic representations helps to explore that interface in greater depth.
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