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Abstract. This paper describes the submission of the BMET group to
the Subfigure Classification and Multi-Label Classification tasks of the
ImageCLEF 2016 medical subtrack. Our method creates a new optimised
feature extractor by using medical images to fine-tune a CNN that has
been pre-trained on general image data. Our classification method shows
promising result in both the the subfigure classification and multi-label
classification subtasks.
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1 Introduction

This paper describes the submission of the BMET group to two of the the
ImageCLEF 2016 Medical Tasks: Subfigure Classification and Multi-Label Clas-
sification [1, 2]. A primary challenge of these tasks is to automatically extract
relevant representations (content and semantics) from the image data that allow
easy differentiation of different modalities [3]. Previous attempts combined a vast
range of image derived features that were sampled both globally over the whole
image and locally over several different sub-patches [4, 5]. These features were
designed by humans to represent some characteristic of the underlying image
data, e.g., textures, colours, binary patterns.

Convolutional neural networks (CNNs) were used to optimise feature ex-
traction for the ImageCLEF Medical Tasks in 2015 [6]. In our prior work, we
designed a new CNN for both modality classification [7] and x-ray body region
identification [8]. Choi [9] used generic features learned by a CNN from a large,
well-labelled natural image dataset. However, the size of the challenge dataset
limited the ability to learn the best image features.

In this paper, we describe a method for modality classification that uses
a smaller medical image dataset to fine-tune (optimise) a CNN that was pre-
trained on a large natural image dataset. This method allows us to adapt or
adjust the generic features learned from natural images to be more specific for the
medical imaging modalities in the ImageCLEF datasets. We apply our method
to the Subfigure Classification and Multi-Label Classification tasks.



2 Materials

We used the Subfigure Classification training dataset (6776 images, 30 classes)
to fine-tune our CNN. The test datasets consisted of 4166 images for Subfigure
Classification and 1084 images for Multi-Label Classification. A full description
of the datasets can be found in the ImageCLEF 2016 overview papers [1, 2].

3 Methods

We used the well-established AlexNet architecture [10] pre-trained (initialised)
on the ImageNet natural image dataset (1000 classes, > 1 million samples) [11].
We fine-tuned the initial AlexNet filter weights (derived from natural images)
for 100 epochs using back-propagation so that they were more appropriate for
the 30 classes in the dataset. Dropout was used to avoid overfitting.

We increased the robustness of our algorithm to translation and orientation
using a 24-fold data augmentation scheme. We generated 6 crops (original, top
left, top right, bottom left, bottom right, centre) and 4 reflections (no flip, x axis,
y-axis and both axes) of each training sample; 90% of the augmented dataset
was used for fine-tuning and 10% for validation.

The fine-tuned CNN produced a 4096-dimensional feature vector for each
input image. To improve efficiency, we reduced the dimensionality using Prin-
ciple Component Analysis (PCA) [12] to select the principle components that
explained 99% of the variation in the data (1453 dimensions).

We trained a multi-class support vector machine (SVM) using the PCA-
reduced features extracted from all 24 augmented variations of the training
dataset. During classification, we generated the feature vectors for each test
image and its 5 crops, and used the SVM to obtain the posterior probability
and per-class score that each crop depicted a particular modality. When using
per-class SVM scores, we linearly scaled them to the range [0, 1] to reduce the
impact of very large outlier scores. We investigated several different schemes to
determine the class of an input image, as described in our runs.

We implemented our method in MATLAB, using the MatConvNet library [13]
for our implementation of CNN fine-tuning. For our experiments we used the
pre-trained AlexNet provided as a part of MatConvNet.

4 Runs

We submitted 5 runs to the Subfigure Classification (SC) task and 2 runs to the
Multi-Label Classification (ML) task.

SC1 Mean SVM posterior probabilities of all crops.
SC2 Mean of the per-class SVM score, which were scaled across all crops.
SC3 Mean of the per-class SVM scores, scaled separately for each crop.
SC4 Majority class across all crops. The per-class scores were not scaled.
SC5 Maximum SVM posterior probability across all crops.
ML1 For each crop, the label was the modality with the highest SVM score.
ML2 For each crop, the label was the modality with the highest probability.



Table 1: Subfigure Classification

Run Type Correctness (%)

SC1 visual 77.55

SC2 visual 77.53

SC3 visual 77.50

SC4 visual 77.26

SC5 visual 76.38

Table 2: Multi-Label Classification

Run Hamming Loss F-Measure

ML1 0.0131 0.295

ML2 0.0135 0.320

5 Results and Discussion

Table 1 shows the results of our Subfigure Classification runs. The best outcome
came from averaging the posterior probabilities calculated from classifying each
crop. Table 2 shows the results of our Multi-Label Classification runs. The low
Hamming Loss indicates that our runs had very few incorrectly predicted labels.

6 Conclusions

We presented a method for subfigure modality classification and multi-label clas-
sification that used fine-tuned CNNs as a feature extractor. We expect improved
results through the use of deeper CNNs such as Deep Residual Networks [14].
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