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Abstract. In this paper, we describe the details of our methods for
the participation in the subtask of the ImageCLEF 2016 Scalable Image
Annotation task: Natural Language Caption Generation. The model we
used is the combination of a procedure of encoding and a procedure of
decoding, which includes a Convolutional neural network(CNN) and a
Long Short-Term Memory(LSTM) based Recurrent Neural Network. We
first train a model on the MSCOCO dataset and then fine tune the model
on different target datasets collected by us to get a more suitable model
for the natural language caption generation task. Both of the parameters
of CNN and LSTM are learned together.
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1 Introduction

With the rapid development of Internet technologies and extensive access to
digital cameras, we are surrounded by a huge number of images, accompanied
with a lot of related text. However, the relationship between the surrounding text
and images varies greatly, how to close the loop between vision and language is
a challenging problem for the task of scalable image annotation [1, 2].

It is easy for our human beings to describe a picture after a glance of it. How-
ever, it is not easy for a computer to do the same work. Though great progress
has been achieved in visual recognition, it is still far away from generating de-
scriptions that a human can compose. The approaches automatically generating
sentence descriptions can be divided into three categories. The first method is
template-based [3, 4]. These approaches often rely heavily on sentence templates,
so the generated sentences lack variety. The second method is retrieval-based [5,
6]. The advantage of these methods is that the captions are more human-like.
However, it is not flexible to add or remove words based on the content of the
target image. Recently, many researchers have used the combination of CNN
and LSTM to translate an image into a linguistic sentence [7, 8].



Our method is based on deep models proposed by Vinyals [7] which takes ad-
vantage of Convolutional Neural Network (CNN) for image encoding and Long-
Short Term Memory based Recurrent Neural Network (LSTM) for sentence de-
coding. We firstly train a model on the MSCOCO [9] dataset. We then fine tune
the model on different datasets to make the model more suitable for the target
task. In training and finetuning, the parameters of both CNN and LSTM are
learned together.

Next, we introduce our methods in Section 2, followed by our experimental
results in Section 3. At last, the section 4 concludes the paper.

2 Method

The model we use contains two types of neural networks, as illustrated in Figure
1. The first stage is CNN for image encoding and the second stage is Long-Short
Term Memory(LSTM) based Recurrent Neural Network for sentence encoding
[7, 8]. For CNN, we use the pre-trained VGGNet [10] for feature extraction. Using
the VGGNet , we transform the pixels inside an image to a 4096-dimensional
vector. After getting the visual features, we train an LSTM to obtain linguistic
captions. In the LSTM training procedure, we change the parameters of both
CNN and LSTM together. At last we fine tune the pre-trained model to get a
more suitable model for the natural language caption generation task.

Fig. 1. An illustration of training stage.

Fig. 2. An illustration of predicting stage.



Training stage

As shown in Figure 1, we use the pre-trained VGGNet [10] for CNN feature
extraction. We first train the LSTM on corpora with paired image and sentence
captions, such as MSCOCO [9] and Flickr30k [11]. In the training procedure of
the LSTM, we change not only the parameters of the LSTM model, but also the
parameters of the CNN model, which is a joint learning of CNN and LSTM. We
then fine tune our model on different datasets as described in Section 3. At last,
We use the trained models to predict linguistic sentence of a given image.

Predicting stage

The process of predicting an image is shown in Figure 2. To generate a sentence
caption for an image, we get the CNN features of an image bv, set the first
hidden state h0=0, x0 to the START vector and compute the hidden state h1

and predict the first word y1. Then we use the word y1 predicted by our model
and set its embedding vector as x1, the previous hidden state h1, and then
compute the hidden state h2 and use it to predict the next word y2. The process
is repeated until the END token is generated.

3 Experiments and Submitted Runs

We first use the LSTM implementation from the NeuralTalk project [7]. We
train models separately on the MSCOCO [9] dataset, the Flickr8k [12] dataset
and the Flickr30k [11] dataset. Then we use the model to predict the images
in the ImageCLEF 2016 validation set. The results are shown in Table 1. We
use Meteor [13] to evaluate sentences generated by a model. Validation set we
use here is the 2000 images and their corresponding sentences provided by the
organizers. Because the performance of the model on the MSCOCO dataset is
better than the other dataset, So we use the model trained on the MSCOCO as
our pre-trained model.

Table 1. The performance of training a LSTM on different datasets.

Training data Test data Accuracy

MSCOCO validation set 0.1326719463

Flickr8k validation set 0.1168440478

Flickr30k validation set 0.1231898764

We then do experiments to decide whether jointly learn the parameters of
CNN and LSTM together or fixed the CNN and just learn the parameters of the
LSTM. Firstly, we train a model which only learns the parameters in LSTM,
then we use the model to predict the images in the validation set. The training
set we use is the MSCOCO dataset, and the test set we use is the provided



validation set. For comparison, we train a new model which not only learns the
parameters of the LSTM but also fine tunes the CNN model. We then use the
second model to predict the images in the validation set. And the results are
shown in Table 2.

Table 2. The performance of joint learning CNN and LSTM or not.

Change parameters in CNN Training data Test data Accuracy

NO MSCOCO validation set 0.1326719463

YES MSCOCO validation set 0.1646048292

The results demonstrate that the joint learning of CNN and LSTM has a sig-
nificant improvement in performance. To make full use of the MSCOCO dataset,
we jointly train a model using all of the examples in MSCOCO dataset, not just
using the train split. The results are shown in Table 3. It is demonstrated that
more data can result in better performance.

At last, we fine tune the jointly learned model on different datasets to get a
more suitable model for the natural language caption generation task. We use
the model trained on all of the examples on MSCOCO as the baseline, and fine
tune the model on different datasets. We firstly fine tune our model on a very
small dataset. In this experiment, we use 1500 images and their sentences in the
validation set as a training set and use the remaining 500 images to evaluate
the performance of the fine tuned model. The results are shown in Table 3. We
also fine tune the baseline model on a big dataset, which is the combination of
Flickr30K and Flickr8K. We can see that fine tuning on a big dataset can get a
better performance. We use the model obtained in the previous step to generate
image captions on all the 510123 target images. This time, we manually select
1000 satisfactory pairs of image and generated sentence from all the generated
captions and add them to the fine-tuning dataset. As shown in Table 3, the
results show that this pipeline has the best performance. We use the model fine
tuned in the combination of Flickr8K, Flickr30K and the selected 1000 examples
as our final model.

Figure 3 is the illustration of the generated image captions by different mod-
els. The results qualitatively demonstrate that our final model can generate more
satisfactory captions that reveal the content of the corresponding images.

Table 3. The performance of fine tuning the model on different datasets

Train Test Accuracy

Only the training split of MSCOCO validation set 0.1368988204

MSCOCO(baseline) validation set 0.1646048292

FT(3/4 validation set) 1/4 validation set 0.1159403729

FT(Flickr8k+Flickr30k) validation set 0.1738749916

FT(Flickr8k+Flickr30K+1000 selected) validation set 0.2042696662



We submitted four runs in the natural language caption generation task:

id sentence2.txt is our baseline method. The model is trained only using
all the examples in the MSCOCO dataset. The median score (provided by the
server) of the generated sentences is 0.1676 (The model is used twice to generate
both the two runs, so id sentence3.txt is the same as id sentence2.txt).

id sentence.txt is the results generated by the model which is firstly trained
only using the examples in the MSCOCO dataset and then fine tuned on the
combination of Flickr8K and Flickr30K. The median score of the generated sen-
tences is 0.1710.

id sentence4.txt is the results generated by our final model which is firstly
trained only using the examples in the MSCOCO dataset and then fine tuned
on the combination of Flickr8K, Flickr30k and the manually selected examples.
And the median score of the generated sentences is 0.1711. This submitted run
is the best of our submitted runs and also the best one for natural language
caption generation of ImageCLEF 2016.

Fig. 3. An illustration of the generated image captions. Sentence 1 is generated by our
final model. Sentence 2 is generated by our baseline model.



4 Conclusions

After performing the experiments above, we get the following conclusions. By
learning the parameters in CNN and LSTM, the performance of the model can
be greatly improved. When we just change the parameters of LSTM, the accura-
cy on the test set is 0.133. However, when we change parameters in both neural
network, the accuracy is 0.165. Secondly,more data can result in better perfor-
mance. We train a model only on the training split of the MSCOCO dataset
and the score of the generated sentences is 0.137. However, when we use all the
data in the MSCOCO dataset, the score is 0.165. Thirdly, when fine-tuning the
model only using a small dataset, the result we get is worse. When we fine tuned
our model only using 3/4 of the validation set, the result on the remaining 1/4
of the validation set is 0.116 which is worse than the model before fine-tuning.
However, the datasets we use to train our model don’t include all the concepts
of the ImageCLEF 2016, so some sentences predicted by our model might be
weird.
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