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Abstract. The PlantCLEF 2016 challenge focused on tree, herb and fern spe-

cies identification based on different types of images. The aim of the task was 

to classify the plants in the images to species and to give a confidence score de-

picting the probability that a prediction is true. We elaborated different classifi-

cation methods for this challenge. We applied dense SIFT for feature detection 

and description; and Gaussian Mixture Model based Fisher vector was calculat-

ed to represent an image with high-level descriptor. Fisher vectors were classi-

fied by a special SVM, the C-support vector classification algorithm with RBF 

(Radial Basis Function) kernel. Furthermore, we applied deep learning method 

to train convolutional neural network (CNN) for feature learning and fully-

connected layers with softmax output for classification. We also combined 

these classifiers using the weighted average of their outputs. The final results 

show that the CNN achieved better result than the SVM, and the combined 

method slightly surpasses the CNN. 
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1 Introduction 

Being able to identify the different species of plants growing in agricultural 

areas and to automatically detect the presence of invasive species is crucial. 

Identifying plants is usually a difficult task, sometimes for professionals (such 

as farmers or wood exploiters) as well. Using content-based image retrieval 

technologies is a promising possibility in this scenario. In order to solve it a 

challenge is announced in the LifeCLEF campaign [1]. 

The image-based plant identification task, briefly PlantCLEF 2016 [2] 

was focused on tree, herb and fern species identification based on different 

types of images. The number of species was 1000, and there were 7 view-

points at the images: branch, leaf, scan (scan or scan-like pictures of leaf, 

briefly “LeafScan”), flower, fruit, stem, and entire views. The data were sam-

ple of the stream of the raw query images submitted by the users of the popu-



lar mobile application called Pl@ntNet (available on iPhone and Android), 

which accounts for several hundreds of thousands of active users submitting 

about ten thousands of query images daily. 

The aim of the task was to classify images into the known categories 

(species), but the classification system had to be robust to unseen categories. 

It was a more difficult problem, because the test set contained images of spe-

cies that were not in the training set (these are unseen categories). Besides the 

images contextual metadata (date, location, author and rating information) 

were also available. 

2 Previous works 

In the last two years there have been a number of successful deep learning, 

SVM and combined solutions in the LifeCLEF competition. In 2014 a com-

bined system of convolutional neural nets and SVM won the challenge [3]. 

The CNNs had five convolutional layers, however their pure deep learning 

solution was outperformed with the combined systems. A part of our team 

participated in the same competition [4]. They used GMM based Fisher-

vector for image representation, and SVM for classification. A different 

group, in the same year used the BoW model with OpponentColor SIFT de-

scriptors and SVM, but their results were less convincing [5]. Also in 2014 

another group used a pretrained Overfeat [6] network for feature learning, and 

the output of the fully-connected layer (before the softmax layer) was fed into 

a tree-based ensemble classifier [7]. However, other groups with SVM based 

solutions resulted better. In 2015 an Inception CNN model based network 

won the competition [8]. They have pretrained the model with ImageNet and 

fine-tuned with the PlantCLEF database. They used the combined output of 

five CNNs, that were fine-tuned with randomly selected parts of the database. 

Also in last year’s competition a pretrained AlexNet was fine-tuned, which 

resulted the 4th place [9]. For fine-tuning they have reset the last (softmax) 

layer and they trained the last layer with relatively high learning rate (10) and 

the rest of the layers with a much lower learning rate (0.1). 

We elaborated fully automatic methods (one by Fisher vectors and 

SVM, and another one by deep learning) for the classification of the images, 

and then they are taken in decreasing order based on reliability of classifica-

tion decision; the next sections will present the details. 

3 Classification by Fisher vector and SVM 

The first part of the classification was the representation of each image based 

on visual content. Following the general trend, we applied BoW (Bag-of-

Words) model [10⎼12] for this purpose. This consists of three steps: (i) fea-



ture detection, (ii) feature description, (iii) image description as usual phases 

in computer vision and we solved these steps similarly to our previous work 

[3]. 

For feature detection and description we used the SIFT (Scale Invari-

ant Feature Transform) algorithm [13] with dense keypoint sampling. After 

that, we performed PCA (Principal Component Analysis) [14, 15] to reduce 

the dimensions of the descriptor vectors from 128 to 80. Finally, we encoded 

the low-level descriptor vectors to get GMM (Gaussian Mixture Model) [16, 

17] based Fisher-vectors [16, 18]. These vectors were the final representations 

(image descriptor) of the images. 

For the classification subtask we used a variation of SVM (Support 

Vector Machine), the C-SVC (C-support vector classification) [19, 20] with 

RBF (Radial Basis Function) kernel. We applied the one-against-all technique 

to extend SVM for multi-class classification. Furthermore, a validation set 

were used to optimize the two hyperparameters (C from C-SVC and γ from 

RBF kernel). 

The results of SVM classification was submitted as ‘BME TMIT 

Run2’. 

4 Classification by deep learning 

Nowadays state-of-the-art image recognition and classification solutions gen-

erally use deep learning methodology. Deep convolutional neural networks 

are able to learn the descriptive features of the image database in many ab-

straction levels. Convolutional neural networks raised a lot of interests in 

2012, when a team led by Geoffrey Hinton and Alex Krizhevsky won the 

ImageNet Large Scale Visual Recognition Competition [21] by a large margin 

[22]. This model is often referred to as AlexNet. AlexNet consists of five 

convolutional layers, from which the first, second and fifth are followed by 

max-pooling layers. This part is responsible for feature learning. The second 

part of AlexNet includes three fully-connected layers with an output layer of 

1000 softmax neurons for classification. 

In the data preparation phase we applied cropping, scaling and normali-

zation. Hence we only cropped the center of the images along the shorter di-

mension and scaled it down to the network’s input dimension, which is 

224x224 pixels. Finally, we normalized the red, green and blue color channels 

individually to zero mean and unit variance. An example of the resulting im-

age is shown in Figure 1. 



              
Figure 1. Example of an image before (left) and after cropping and normalization (right). 

For training the PlantCLEF 2015 database we used a modified version of 

AlexNet [22]. We changed the ReLU activation functions to parametric Re-

LUs (PReLUs) [23]. Furthermore, we applied batch normalization [24] before 

the max-pooling layers of AlexNet. The block diagram of the proposed con-

volutional network is shown in Figure 2. 

 

 

Figure 2. The block diagram of the proposed convolutional network, which is a modification of 

AlexNet [16]. (A@BxB refers to A number of planes with size BxB. The CxC, s: DxE refers to 

CxC kernel size with DxE stride.) 

For optimizer we chose AdaDelta [25], which is a great tool for adaptively 

adjusting the learning rate. Negative log-likelihood criterion was used for 

multi-class classification purposes. We performed hyperparameter optimiza-

tion with manual grid search in terms of batch size. If there wasn’t improve-

ment in the global correct rates in 100 epochs the training was stopped. Ac-

cording to the results that are shown in Table 1, 130 was chosen as the batch 

size. The loss and the average correct classification rates within rows of the 

confusion matrix are shown in Figure 3. 

The hardware we used for training were a NVidia GTX 970 (4 GB) 

and a NVidia Titan X (12 GB) GPU cards hosted in two i7 servers with 32 

GB RAM. Ubuntu 14.04 with Cuda 7.5 and cuDNN 4.0 was used as general 

software architecture. For data preparation, training and evaluating deep neu-

ral networks the Torch7 [26] deep learning framework was used. For calculat-
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ing mean average precision (MAP) values the sklearn Python package was 

used. 

The results of CNN classification was submitted as ‘BME TMIT 

Run1’. 

 
Table 1. Batch size optimization. The global correct rates correspond to the ratio of the overall 

correct classification in the confusion matrix. ‘Early stopped #epochs’ refers to the number of 

epoch when early stopping was applied. 

 
Batch size Train global correct [%] Validation global correct [%] Early stopped #epochs 

20 96.19 32.98 189 
30 89.57 29.26 138 
40 93.96 26.54 199 
50 92.99 25.32 209 
60 68.35 24.48 124 
80 89.33 23.52 226 

100 87.79 31.63 102 
130 90.28 37.76 148 
150 84.5 20.66 286 
200 47.31 20.96 208 

 

 
 

Figure 3. Loss (left) and average correct rows in the confusion matrix (right) during training 

(blue: train, green: validation). The horizontal axis corresponds the number of epochs. 
 

5 Combination of the classifiers 

We combined the outputs of the classifiers. Based on our preliminary 

testing the weighted average of the outputs were used for creating the ‘BME 

TMIT Run4’. Besides two classifiers described above a third one was con-

structed using metadata. After normalizing and cleaning the data we calculat-

ed new metadatas (e.g. the season) in order to get more informative variables. 

Next we applied Random Forest (RF), and we measured the accuracy. The 



metadata based classification had the lowest MAP value, SVM and CNN gave 

much better results. Therefore, we chose the following weight parameters: 0.1 

for metadata, 0.3 for SVM and 0.6 for CNN. 

Furthermore, we built an aggregated model to detect unseen categories 

by attempting to filter out the images with unknown classes. We measured the 

largest distance among fisher vectors of training images; in the case if a test 

image’s fisher vector is farther from all training fisher vectors then this dis-

tance, we reject that particular image (as outlier). As well as, images with very 

low overall (0.3) decision values were also rejected. As a result, only the re-

maining test images were included in ‘BME TMIT Run3’. 

6 Evaluation 

We trained 1 CNN and 7 SVM classifiers (one for each viewpoint) and we 

conducted a preliminary testing on the PlantCLEF 2015 test data, and meas-

ured the MAP (Mean Average Precision) values. The results of the prelimi-

nary evaluation can be seen in the first row of Table 2.  

Some of the test images had no viewpoint attribute at all, and some of 

them were marked as ‘Other’. Therefore, an image with known viewpoint was 

classified with the appropriate SVM classifier (with same viewpoint), and 

decision values of this classifier were used in the runfile as predictions. For 

testing an image with unknown viewpoint we constructed a classifier using 

the weighted average of the decision values coming from all trained classifi-

ers. At the estimation of weight parameters we took the “goodness” of differ-

ent viewpoint classifiers into consideration: LeafScan: 0.3, Leaf: 0.15, Flow-

er: 0.15, Fruit: 0.15, Stem: 0.15, Branch: 0.05, Entire: 0.05.   

In Table 2, we presented multiple MAP (Mean Average Precision) 

values based on the size of the sorted lists associated with the classes. The 

results of the post-testing (i.e. test was after the run submission) of SVM and 

CNN show that the best MAP value is reached when only the 10 most proba-

ble predictions are involved in the calculations. Unfortunately, we analyzed 

the influence of MAP calculations (second and third rows of this table belong 

to post-testing) only after the official results were released. For the competi-

tion we submitted predictions of all the 1000 classes for every test image - 

that caused worse MAP value. 

The evaluation was executed on the PlantCLEF 2015 test data, and we 

calculated the predictions on 2016 test data. It is important to note that these 

runfiles contained the total results, which means that we gave all decision 

values  for each ClassId for each MediaId. 

 
 

 



Table 2. MAP values of the SVM and CNN network with different length of the sorted lists. 
 

Length of the sorted lists SVM CNN 
total  0.1365 0.0592 

top 100  0.1774 0.1852 
top 10  0.2062 0.2671 

 

7 Official results 

In the official evaluation MAP was used for measurement of goodness of the 

image classification, considering each class Ci of the training set as a query. 

In this query evaluation all predictions with ClassId=Ci in the runfile were 

extracted, and ranked by decreasing probability and the average precision 

(AP) was computed for that class. The MAP is mean of these AP values. To 

evaluate more specifically the targeted usage scenario consisting in detecting 

invasive species, a secondary MAP was computed by considering as queries 

only a subset of the species that belongs to a blacklist of invasive species. 

Recognition system was expected to be robust to unseen categories by auto-

matically detecting the numerous false positives classification hits. The offi-

cial results can be seen in Table 3, where the first two columns contain the 

unseen categories, while the last column ignores them. 

 
Table 3. Official results of the 4 submitted runs. 

 

Runs Official 

score MAP 
MAP restricted to a blacklist  

of (potentially) invasive species 
MAP ignoring unknown 

classes and queries 
BME TMIT 

Run1 0.169 0.125 0.196 

BME TMIT 

Run2 0.066 0.128 0.101 

BME TMIT 

Run3 0.17 0.125 0.197 

BME TMIT 

Run4 0.174 0.144 0.213 

 
 

 

 

8 Conclusion 

 We elaborated different classification methods for image-based plant identi-

fication task. We applied dense SIFT for feature detection and description; 

and Gaussian Mixture Model based Fisher vector was calculated to represent 

an image with high-level descriptor. The chosen classifier was the C-support 



vector classification algorithm with RBF (Radial Basis Function) kernel, and 

we optimized two hyperparameters (C from C-SVC and γ from RBF kernel) 

by a grid search with two-dimensional grid.  

We also used convolutional neural networks for the task. The images 

were normalized to zero mean and unit variance, they were also cropped and 

scaled down. We used a modified version of the AlexNet model, and we per-

formed batch size optimization. With the winning batch size the deep learning 

method achieved considerably higher MAP score than SVM. 

We constructed a classifier by combining the decisions values of the 

metadata, SVM and CNN classification methods. The weights of these tech-

niques were determined based on the preliminary tests. Furthermore, a novel 

approach was used for rejecting the outlier test images (i.e. images with un-

seen categories), this approach used the information coming from both dis-

tance measurement of Fisher vectors and CNN. 

It should be noted that our team was formed at the middle of March and 

we started working on the project in April. According to the investigation of 

MAP calculations, we must admit that if we would have optimized the length 

of the sorted lists for the MAP calculations, we might have achieved better 

results in the official competition. 
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