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Abstract. This paper presents an overview of the data set that was used for the
Cultural Microblog Contextualization Workshop at CLEF 2016 andrem
specifically for the task:ltweet contextualizatiorin this paper wdirst present a
descriptive analysis of the datae consider the variables or features associated
with the tweets and analyse them. Then we also analyse the tweet textual. content
The results of this work corrpsnd to a first step toward data quality checking. It
canalso useful in order to understand better the data and its usefulness for some
tasks or case studies.

Keywords: Tweet mining; Cultural Microblog Contextualization descriptive
analysis

1 Introduction

The objective of this paper is to report a statistical analysis of a database containing
38,686,650 tweets that was used in the Cultural Microblog Contextualization
Workshop at CLEF 201@hich is related to festival everfts].

The data wasadllected by the task organizers using some specific keywords on the
Twitter system asifestiva, and some additional terms suchfi@annesé to make a
focus on thdamous cineméestival that occurs in that town in France.

This studyis mainly divided intdwo stagesfirst a generaflataexplorationwhere we
analyzedifferentdatavariables; second an analysis of textual tweet contents

Initially we set up an exploratory data analysis to observe the distribution and shape
of the data. This study wasrried out with the R software on different samples. We
highlight some features of the data. For example we show a failure in data harvesting
over a short period of days; we also show that contrary to what we expected, there is
not much difference in the numbef tweets between weekdays and weekends. Some
tweets have location information. We have therefore studied those tweets more
specifically and plot them on a map.


http://clef2016.clef-initiative.eu/index.php?page=Pages/cfLabsParticipation.html#l8
http://clef2016.clef-initiative.eu/index.php?page=Pages/cfLabsParticipation.html#l8

In the secondhnalysiswe lookedmore at the text of the tweets. To start withve

extract themost common words, but also the most frequent hashtaganalgzed
co-occurrences of terms so that it is possible to consider the terms that are the most
associated with a given term, a festival for examyle also study the occurrence of
terms over tim. We report in this papéhne results for some terms that correspond to
types of festivals and teome cities This type of visualizatiorcould be used in order

to detectperiods of festivalsof certain types or whicloccur in given cities for
example

The remainder of this paper is organized as follosSection 2we describe the

main data set and thtaree sets of sampled data we built: 500,000 (random), about
132,000 from 3 users, 249,764 geocoded twesxtstion 3 presents the descriptive
analysisof the data sets; we consider the main variables and present some features
regarding these variables various data setSection 4 reports some detailed results
based on the analysis of the contents of the tweets. Sedi@wdsomeconclusions.

2 Objectives

In the literature, some research focuses on event detection. For exampke eSaka

[2] detect a target event by using a classifier that uses several tweet features such as
the keywords in a tweet, the number of words, and their context. Ty the

method on earthquake reportifigazardet al. [3] analyse tweets in order to extract
major themes users express in their posts in relation to a specific event (a diagnosis of
Ebola on US). While event detection and tracking is a hot topic for social media and
tweet analysis,he objectives of the analgsive conducted idifferent and istwo-

folds:

(1) It aims atunderstanding better the data set the organizers of the CLEF CMC
Workshop collected. This knowledge can be useful to decide on the types of
tasks that can be drawn from the data set.

(2) The descriptiveanalysis of the data can be useful to check data quality. For
example, it can be useful to know if there are some missing data and
eventually to identify the reasons why data is missing. Then, specific
processes can be used to handle such[dhta

3 Data Sets

3.1 CMC Tweet Data Set

The CMC collection we used is composed of 38,686,650 tweets (including retweets)
and havébeen harvested using keywords such as "Festival”, "Film", "Cannes", "China
Festival' on the Twitter system. There are 18,709,732 million of tweets when

retweets are excludedndencoded using UTF8nicode.

The data is structured usisgveralvariables:



- id: tweet identifier (integer)

- from_user: the user name (nicknam&ho posted the tweet (string)

- from_user_id: twitter identifier related to from_user (integer)

- iso_langage_code: language used by the user who posted the tweet
(string)

- source: vaable representing the source of the tweed). (Eweeter for
Android, Figaro ...) (string)

- profile_image_url: Link to tweet (string)

- wday: day of the week when the tweet was posted (string)

- created_at: date when the tweet was posted (string yywdd)

- time_s: quantitative variable (integer)

- time_ord: quantitative variable (integer)

- content: content of the tweet (string)

- geol and geo2: latitude and longitude

3.2 Building Various FocusedSamples of the Data Set

A Large Data Set of 500,000Tweets (SP500K) After removing retweets, we
randomly extracted a set of 500,000 tweets and analysety deepdata setthatwe
name SP500K.

A User Focused Ritaset (3USERS)We selecthe 50 most frequent users and pick
up three of themWethenextracted the tweets these 3 users had pastée entire
dataset This process makes the 3USERS dataset. It is composed of 12@646
userA (the one who posted the most posts in the SP50BK#4 fom usersB, and
3,253 fromuserC.

Geolocalised Dataset (GEOSET). We select tweets that contain geecalisation
data and make the GEOSET composed of 249,764 tweets. We focused on three main
variables: id, geol (latitude) and geo2 (longitude)

4  Descriptive Analysis

In this section, we consider eatlieetvariable or feature individually and analyse
some of them over the three datasets we built and which are presented in section 2.

4.1 From SP500K

Even after retweet removal, we found out that there are many very similar tweets. It

could be automatic tweets from fAsharingo funct.i
tweets are not completely identical since they use some tools to shorten URLs with

different functions.

In this analysis, we focused more on the following variables: id, iso_language_code,
sourcecreated_at and content.

Users We found out that one user was more frequent than other in thisesudi
tweets: he posted 3,491 tweets while the 34 other authors who posted the most sent



245 tweetn average (14 times less). Figure 1 shows the frequency of each user in
the SP500K dat set.
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Fig. 1.

Language In the data set, there are 66 different values forighelanguage code
variable. Some values are redundant. For exarmepléenAU / engb / erGB / en

IN all indicate tweets in English. We decided to fuse the different values by keeping
the two first language identification letters only. We also deleted the which
means «choose the language Not surprisingly, the main language used (for more
than 50% of thetweets)is English, followed by Spanish, Portuguese and French.
Figure 2 provides more details on tistributionof the languageused in tweets.
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Fig. 3. Frequency of the tweets according to the week days

In the rest of the analysis, we kept the tweets in English only. There are 294,213
remaining tweets.

Even if we filtered out the tweets according to taeguagevariable, there are still
some tweets thatre not in English. It could be that the languagkcator is the main
language of the tweeter/author.



Wday. The distribution of the tweets over the week days is balanced as it can be seen
in Figure 3.

Created_at Tweets are from May 11th015to January 10th 2016, that is to say on a
244 days period. Moreover,

- Y,of thedates {st Quartile) have been posted from before June 28th 2015

- Yof thedates ediar) have been posted before August 2815

- ¥%of the dateg3rd Quartile) have been posted before Octobéth 2015

Figure 4 displays the number of tweets per date when ordered in the chronological
order.

We can see that there is period end of Augusarly September where there are very
few tweets. Apart from this shoperiod, there is a peak of posts in June and another
in September, while in contrast the period from November to January seems to be
quieter. Figure 5 provides tlfieequency of tweets per month.

However it is worth recalling that we are analyzing a randample of only a very
small part of the entire collectioifhus, these observations might be due to drawing
at random.
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From 3USERS

Figure6 provideshe number of tweetgosted byone of theuses (useA) who posted
the most tweets in the SP500K sample. We report the number ofg)qsts week
day and b) per monthn total in the entire collectionthere arel23,546 tweets this
user posted.
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There is no significant difference between the week ddgy. and February are not
complete; that explagthe difference we can obserirethese two monthFigure 6b.

This user may be a spammer or an automatic system since he has a quite atypical
behaviour. The other users who post lots of tweets have a stable level of posting
across months. This could be checked going back to Twtte. checking, this user
seemsd be an automate.

Figure 7 is similar to Figure 6 bdor two other users we selectéthere areb,444
tweets in the entire data collection for iBand3,253for usec.
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Fig. 7.Number of tweetn the entire data sébr two useramong the most frequent users

While the three users have a similar profile with regarthéoweek days (there is no
large difference depending on the week day); they have very different prafite
regard to the months when they posted the tweets (and of course regarding.the day)

In this paper, we just extract three users without any tiotemelated to the choice of

these users. A deeper analysis could focus on some specific users: the most actives for
in a given event for example, or in the all data set, or in a given period in order to get
some trends on those usdfsom thistype ofanalysis, we coul@lsoextract the users

who have similar behaviouln addition, ly crossing these results with tweet content
analysiswe coulddetectwhether the users are more ordinary people or specialists of
some types of festival for example

4.3 From GEOSET

In Figure 8, we plot the tweets on a world map (rgdal library from R). We only plot
the tweets for which we had the latitude and longitude values. We can see that most of
the tweets were posted from West of Europe and from Asia.



Fig. 8. Localisation of the tweets

We have no explanation why there is no tweet from Americas. One could be that the
users do not allow gelocalisation.This hypothesis could be partially checked going
back to the public user profiles for example.

5 Tweet Content Analysis

In this section, we analyse the textual content of the tweets; we focused on two topics:
the type of festival and the town where festivals occur.
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Fig. 9. Evolution of termselated to the type of festival



We first consider different types of festival and analyse the frequency of the
associated ter ms. Figure 9 displays the frequen
Afil mo, Afoodo and fAphotoo.

We can observe some peaks in June, October, and January foftkeod 6 t er m f or
example(See Figure 9 line on the top)Ve can also observe that this term is much

more frequent than the other terms we choose. For a clearer comparison and analysis,

it would be mandatory to consider also synonyms of the terms ratheijustathe

terms as we did.

51 Towns

We did a similar visualization for some town where we know or find there are
festivals and for which some data was in the data set.

In Figures 10to 12 we selecfikualad (Kuala Lumpur)i Av i g i B Im 0, Koaitad)
fi J a k,drenned andidubad and display the evolution of frequency of these words
in the tweets, by day (Figure 10), by week (Figure 11) and by month (Figure 12).
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Fig. 10. Evolution of the frequency of some town name references in the déadat



