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Abstract. Ontologies are becoming increasingly common in the World Wide 
Web as the building block for a future Semantic Web. In this Web, ontologies 
will be responsible for making the semantics of pages and applications explicit, 
thus allowing electronic agents to process and integrate resources automati-
cally. The ability to integrate different ontologies meaningfully is thus critical 
to assure coordinated action in multi agent systems.  In this paper, we propose a 
strategy and tool, CATO, that allow for totally automatic ontology alignment 
for the Semantic Web.  

1   Introduction 

Ontologies are rapidly becoming the lingua franca to express the semantics of infor-
mation on the Web. As envisioned by Tim Berner's Lee [1], in the future, rather than 
sharing a few domain ontologies, crafted by knowledge engineers, e.g. WordNet [2] 
and CYC [3], every Web site and application in the Web will have its own ontology. 
There will be a "great number of small ontological components consisting largely of 
pointers to each other" [4].   

His predictions seem to be true, as the number of tools for ontology edition, visu-
alization and verification are drastically growing. The co-existence of a multitude of 
ontologies poses a further problem: semantic interoperability. In this paper, we focus 
on the ontology integration problem from a multi agent system perspective. The main 
contribution of the proposed strategy is to combine well known algorithmic solutions, 
such as natural language processing and tree comparison [16, 17], to the ontology 
integration problem.  

Despite the existence of some strategies and supporting tools for ontology integra-
tion, most available techniques are either completely manual or semi-automatic, but 
all depend on user intervention to some degree. In the next section, we discuss some 
ontology integration techniques. In section 3, we introduce our alignment strategy. In 
section 4, we discuss the limitations of our strategy. Our conclusions are presented in 
section 5. 

2   Related Work 

Semantic interoperability among ontologies has been in the research agenda of 
knowledge engineers for a while now. A few approaches to help deal with the ontol-
ogy integration problem have been proposed. The most prominent ones are: merging 



[20], alignment [20, 21], mapping [21] and integration1 [22]. The GLUE system [23] 
makes use of multiple learning strategies to help find mappings between two ontolo-
gies. IPROMPT provides guidance to the ontology merge process by describing the 
sequence of steps and helping identify possible inconsistencies and potential prob-
lems. AnchorPROMPT [21], an ontology alignment tool, automatically identifies 
semantically similar terms. It uses a set of anchors (pairs of terms) as input and treats 
the ontology as a directed graph. The Chimaera environment [36] provides a tool that 
merges ontologies based on their structural relationships. Instead of investigating 
terms that are directly related to one another, Chimaera uses the super and subclass 
relationships that hold in concept hierarchy to find possible matches. Their implemen-
tation is based in Ontolingua editor [24]. 

3   Ontology alignment with CATO 

In this section, we outline the ontology alignment strategy that CATO implements. 
CATO takes as input any two ontologies written in W3C recommended standard 
OWL. An online version of CATO is publicly available at the following address: 
http://cato.les.inf.puc-rio.br/. It was fully implemented in JAVA and uses a specific 
API (Application Programming Interface) that deals with ontologies, JENA [25]. The 
listings in this paper were all generated by CATO. 

3.1 Proposed strategy 

The philosophy underlying our strategy is purely syntactical. We perform both 
lexical and structural comparisons in order to determine if concepts in different on-
tologies should be considered semantically compatible. We use a refinement ap-
proach, broken into three successive steps, illustrated in Figure 1. 

Our assumption is that the use of lexically equivalent terms implies the same se-
mantics, if the ontologies in question are in the same domain of discourse. For pairs 
of ontologies in different domains, lexical equivalence does not provide guarantee 
that the concepts share the same meaning.  

To solve this problem, our strategy proposes to use structural comparison. Con-
cepts that were once identified as lexically equivalent are now structurally investi-
gated. Making use of the intrinsic structure of ontologies, a hierarchy of concepts 
connected by subsumption relationships [7], we now isolate and compare concept 
sub-trees. Investigation on the ancestors (super-concepts) and descendants (sub-
concepts) will provide the necessary additional information needed to verify whether 
the pair of lexically equivalent concepts can actually be assumed to be semantically 
compatible. 

                                                          
1 Please note that we use the term ontology integration as an abstraction that encapsulates all 

different treatments, including Pinto et all ontology integration approach. 



Fig. 1. CATO ontology alignment strategy 

3.3.1 First Step: Lexical Comparison  
The goal of this step is to identify lexically equivalent concepts. We assume the last 
are also semantically equivalent in the domain of discourse under consideration, an 
assumption which is not always warranted.  

Each concept label in the first ontology is compared to every concept label present 
in the second one, using lexical similarity as the criteria. Besides using the label itself, 
synonyms are also used. The use of synonyms enriches the comparison process be-
cause it provides more refined information. As a result of the first stage of the pro-
posed strategy, the original ontologies are enriched with links that relate concepts 
identified as lexically equivalent. 

3.3.2 Second Step: Structural Comparison Using TreeDiff
Comparison at this stage is based on the subsumption relationship that holds among 
ontology concepts. Ontology properties and restrictions are not taken into considera-
tion. Our approach is thus more restricted than the one proposed in [21], that  analy-



ses the ontologies as graphs, taking into consideration both taxonomic and non taxo-
nomic relationships among concepts.  

Because we only consider lexical and structural relationships in our analysis, we 
are able to make use of well-known tree comparison algorithms. We are currently 
using the TreeDiff [16] implementation available at [29]. Our choice was based on its 
ability to identify structural similarities between trees in reasonable time. 
The third and last step is based on similarity measurements. Concepts are rated as 
very similar or little similar based on pre-defined similarity thresholds. We only align 
concepts that were both classified as lexically equivalent in the second step, and thus 
rated very similar. Thus the similarity measurement is the deciding factor responsible 
for fine tuning our strategy. We adapted the similarity measurement strategies pro-
posed in [29, 30]. 
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Fig. 2. Compared Ontologies 

3.3.3. Third Step: Fine Adjustments based on Similarity Measurements 
The third and last step is based on similarity measurements. Concepts are rated as 
very similar or little similar, based on pre-defined similarity thresholds. We only align 
concepts that were both classified as lexically equivalent in the second step, and thus 
rated very similar. Thus the similarity measurement is the deciding factor responsible 
for fine tuning our strategy. We adapted the similarity measurement strategies pro-
posed in [29, 30]. Table I illustrates the output of the similarity measurements for the 
example illustrated in Figure 2. The output of this final step is a single ontology, that 
provides a common understanding for the semantics represented by the two input 
ontologies.  



Table 1. Similarity Percentages for concepts in the equivalence group illustrated in Figure 2 

4. Discussion 

In order to guarantee the desired response time and discard user intervention, some 
commitments had to be made. To guarantee reasonable performance, we limited our 
approach to lexical and structural comparisons. Much richer analysis could be per-
formed if additional information was used, e.g. restrictions (slots) as it is done in both 
the Chimaera and Prompt approaches [6, 21].  

For the sake of efficiency, we are only taking into consideration syntactical infor-
mation, i.e., lexical and structural equivalence, in the proposed alignment strategy. 
However, this limitation of the strategy can be overcome by the adaptation of the 
second step to take into consideration other ontology primitives, such as properties 
(the strategy could work with graphs instead of trees) and axioms. 

5. Conclusions 

In this paper, we discussed the implementation of a software component responsible 
for the automatic taxonomical alignment of ontologies. Our strategy is based on the 
application of well known software engineering strategies, such as lexical analysis, 
tree comparison and the use of similarity measurements, to the problem of ontology 
alignment. Motivated by the requirements of multi agent systems, we proposed an 
ontology alignment strategy and tool that produces an intermediate ontological repre-
sentation that makes it possible for software agents searching for information to share 
common understanding over information available on the Web [31, 32 and 33]. 
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