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Abstract. In this paper, we investigate the performance of statisti-
cal language models on Instant Messaging (IM) data. Language Models
(LM) are quite useful for modeling text data, and hence they are helpful
in different contexts like spelling correction, speech recognition, part-of-
speech tagging etc. Construction of LM on a users past messaging data
would be a strategy to model her writing style, and that LM can then be
used to predict the next word in her future communications. However, we
hypothesize that a user follows a specific pattern of communication with
each of her virtual acquaintances. As a consequence, LM built on her en-
tire messaging history would degrade the performance of the next word
predictor, while communicating with a specific person. In this paper, we
deploy a special method that excludes some specific message contents
from the entire history in order to build LM. Our method suggests that,
at the time of communicating with a specific user, a special LM should
be invoked from a set of models for increasing accuracy. We analyze the
IM data of a set of users, and show that our method performs well in
terms of perplexity.
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1 Introduction

People have conversation with each other almost every day using computing sys-
tems as a media; the applications or software used for this purpose are usually
referred to as Instant Messaging (IM) system. It has become one of the mostly
used paradigms for communication. As a result, it is integrated as a service with
different types of social networks and e-mailing systems. As for example, Face-
book and Gmail provide instant messaging facility as a part of their core services.
People who use these systems, often need to communicate with friends, relatives,
business collaborators etc. Generally, people use a certain way of typing, while
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having casual conversation with another person. In order to facilitate and ex-
pedite such personalized typing, most IM software includes a component, that
predicts and suggests a set of words, given the current input words of the mes-
sage sender. Thus the next word prediction component is beneficial for everyday,
as it reduces the time consumed for typing.

Human communication is predominantly personalized in real world i.e. a
person internally uses and manages a specific dictionary for finding appropriate
words to chat with another specific person. As for example, people exchange
messages with their work groups formally using phrases like With reference to
our conversation previously, Yours sincerely etc. On the other hand, at the
time of exchanging messages with family or friends, they use casual phrases like
Hey wassup!, How you doing? etc. Languages like Bengali are exposed to more
personalized level of communication. For example, there are three different words
for addressing a person: tumi, tui and apni, in Bengali against a single word you
in English. Based on these three types of addressing, for a single sentence in
English, there can be three possible sentences in Bengali with the same meaning.
Some samples are shown in table 1. Thus, a personalized prediction system would
be a contribution to gear up the typing speed while having informal computer
based communication; especially for the case of languages like Bengali. As a
result, the need for constructing personalized language based statistical models
can never be obviated and undervalued.

Table 1. Sentence Variations in English and Bengali

English Bengali

How are you?
Apni kemon achen? (Formal Style)
Tumi kemon acho? (Semi-Formal Style )
Tui kemon achish? (Informal Style)

Researchers have taken keen interest on building personalized language mod-
els for different purposes. In 2009, Xue et al. proposed a method for personalizing
search results based on user interest [1]. They modeled individual profile using
statistical language models, and finally constructed clusters to form group mod-
els. The models incorporated in a cluster were gathered from people who have
same taste in web content. Li et al. used statistical language models for person-
alizing information extraction services i.e. text snippet extraction [2].

The existing methodologies for personalized word prediction emphasizes mostly
on estimation based upon the built-in statistical language models, which are
consisted of using the dictionary of a particular language. However, for phonetic
typing the task is not that simple, as the spelling of a word may differ from user
to user and deviate from the standard form, if one is considered as standard.
Apart from this, several other issues compound the task, and we look forward
to develop a personalized next word predictor as a remedy to this situation.
Based on the problems mentioned above, we would like to address the following
research questions in this work :
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– Will personalized language models improve the next word prediction com-
ponent used by an IM?

– How the sources of data for training language models effect personalization?
– How can we measure the performance improvement of such systems by cre-

ating a proper data set and evaluation strategy?

In order to answer these questions, we would like to develop person specific
statistical language models, of which one will be invoked, when a person is com-
municating with another person. Till this end, we have come up with two hy-
potheses:

– A single user follows a specific linguistic style while communicating with
another person

– Excluding data that degrades a language model, can improve the perfor-
mance of the model in the context of improving the next-word prediction
component of an IM service

Based on these two assumption we modeled specific persons style by building sta-
tistical language models with an exclusion method. Thus, the key contributions
of this work are :

– Building language models following a users linguistic style especially in Ben-
gali. The linguistic style is captured based on the interaction of a user with
other users.

– An exclusion method based language model which would exclude the unnec-
essary information from the model and would produce better suggestions for
user.

2 Related Works

In this section, we review the background literature related to our personalized
next word prediction strategy. A generalized word prediction system was pro-
posed by Bosch, which could predict millions of words per second [3]. He used
a simple decision-tree algorithm that was less costly in terms of complexity,
in order to use a large amount of data for training from the Reuters corpus.
However, a personalization component was not included in this method, as it
was not developed considering the dynamics of human communication. Siska et
al. designed an adaptive keyboard that could adjust its predictive features and
key displays based on current user input [4]. They implemented the personal-
ized word prediction module using common English dictionary to improve the
performance of such a system. The built-in English dictionary was used with
an existing database that the system needed to overwrite personalized phonetic
words. Nonetheless, this method requires a huge database of training corpora
which is not suitable for a smart-phone based implementation.

A learning approach employing hierarchical modeling of phrases was pro-
posed by Richard et al. [5]. This approach reduced the amount of initial training
data required to facilitate on-line personalization of the text prediction system.
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It is also intended for the development of assistive technologies for disabilities,
especially within the domain of augmentative and alternative communications
(AAC) devices. The key insight of the proposed approach is the separation of
stop words, which primarily play syntactical roles in phrases. Matthew suggested
a system to improve the rate at which users can participate in a conversation
using an AAC (Augmentative and Alternative Communication) device. This was
intended for persons who are unable to communicate verbally [6].

Author profiling techniques were also used for personalizing messaging sys-
tems, and most of these systems are based on machine learning approaches.
Tayfun et al. proposed to investigate the possibility of predicting several users
and message attributes in text-based, real-time, on-line messaging services [7].
Specifically, they aimed to identify instant message authors correctly using style-
based approach. Inches et al. designed a framework for identifying topic and au-
thor from on-line user-generated conversations [8]. They used different similarity
metrics to identify document features and took an entropy-based approach to
identify authors. Author identification have been improvised a step further by
Villatoro-Tello et al. where they identified misbehaving authors in instant mes-
saging by classifying user text and building models based on SVM and neural
networks [9].

Sarwar et al. showed that constructing a LM with the conversation text
pair of users, and trying to predict the text of other users provides different
outcomes for different users. Even though it seems quite intuitive, the outcome
of this research indicated that a LM built on a conversation text could be useful
to predict the text of a cluster of users [10].

3 Background

In this section we explain two necessary topics that are essential to our proposed
method: language model and perplexity.

3.1 Language Model

Language models (LM) are heavily used in many applications using Machine
Translation and Speech Recognition technology. Language models are used to
evaluate the probability of a sequence of words. Given a sequence of words of
length m, it is possible to estimate the probability of the sequence P (w1, w2, ..., wm),
using LM [11]. Based on the context there are different types of LM. If the prob-
ability of a word wk, depends on its previous word wk−1, then it is denoted as
bi-gram LM. However, in general LM are defined as n-gram language model,
where the probability P (w1, . . . , wm) of observing the sentence w1, . . . , wm is
approximated as shown in Equation 1.

P (w1, . . . , wm) =

m∏
i=1

P (wi | w1, . . . , wi−1) (1)
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The joint probability distribution can be estimated as below:

m∏
i=1

P (wi | w1, . . . , wi−1) =
count(w1, . . . , wi−1, wi)

count(w1, . . . , wi−1)
(2)

In case of bigram language model Equation 2, can be re-written as Equation
, based on markov assumption.

m∏
i=1

P (wi | w1, . . . , wi−1) = P (w1)

m∏
i=2

P (wi | wi−1) (3)

In these paper we have used bigram language model to extract the linguistic
style of an author.

3.2 Perplexity

Perplexity is a measure that is used to test the quality of LM. In order to test
LM, test data is used and perplexity is measured. Let us assume that there are m
sentences in test data: t1, t2, . . . , tm. It is possible to measure the log probability
of each sentences using LM:

log

m∏
i=1

P (ti) =

m∑
i=1

logP (ti) (4)

Now, Perplexity (PP) can be defined using the following equation:

PP = 2−l, where l =
1

M

m∑
i=1

logP (ti) (5)

in 5, M is the total number of words in the test data. The lower the value of
perplexity the better the LM are. The worst possible LM results in the number
of words in the test data. Perplexity is a measure of effective branching factor
[12].

4 Proposed Method

The proposed method is developed based on the hypothesis that A single user
follows a specific linguistic style while communicating with another person. Thus,
at first, our aim is to construct a collection of personalized dictionaries i.e.
language models for a user. Finally, those models would be used to predict the
next word for the user at the time of sending instant messages. The invocation
of a specific model would be completely dependent on the person, with whom
the user will be communicating.

Language models can assign a probability value to a word given a sequence
of words. For example, using bigram language model, we can predict the prob-
ability of a word “computer” given the word “personal”. Moreover, using lan-
guage model notation, we can represent it as P (computer | personal). Using
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this value, we want to estimate the probability of the word “computer”, given
the word “personal”. To describe our method, we use the terms language models
and models, interchangeably. In the following paragraphs, we would discuss our
methodology from the perspective of a single user (u), for whom we would build
a set of models (M), which will facilitate his computer-mediated communication
with other users (U) in his network. Moreover, there would be a one-to-one re-
lationship between M and U , i.e. |M | = |U |.
In order to describe the method, we consider that user u has connection with
a set of k users U = {u1, u2, u3, . . . , uk}, through an instant messaging service.
Interaction set I = {i(u, u1), i(u, u2), . . . , i(u, uk)} contains all the messages sent
to each uk ∈ U by user u. Hence, we are only considering the unidirectional
messages sent by user u to all other users. According to our own definition these
messages form a General Dictionary (GDu), which we use to build a generalized
model for u.

According to the first part of our research hypothesis, GDu can not be a
suitable source of observed data to build a generative model, which can be used
to predict the chat content of u and uk. As the instant messaging content of a user
varies significantly, based on the other person he is communicating with, GDu

would be a source of data that would degrade the model. Some conversations in
GDu can lead to the development of inefficient models, and building a next word
predictor based on those models would not improve the communication speed.
Thus, in order to model the interaction i(u, uk), we would need a distinct model
m(u, uk), and it should be built on Ik ⊂ I. This would result in a model set
M = {m(u, u1),m(u, u2), . . . ,m(u, uk)}. Now, when u would be communicating
with uk, m(u, uk) would be invoked to generate words for u.

The second part of our hypothesis is about the construction of Ik. If we
exclude a subset of interactions Ī from I, we would be able to get textual con-
tents that model the conversation between u and uk more closely. Thus, we can
construct Ik using the following equation:

Ik = I − Ī (6)

From equation 6, it can be seen that Ī is a cluster of interactions, which
we will exclude from I. Our goal is to construct m(u, uk) using Ik. In order to
build m(u, uk), we construct one model for each interaction from I − i(u, uk).
After that we evaluate the perplexity of each model on the held out data from
interaction i(u, uk). After that we select top-n models that result in highest
perplexity values, and create interaction set Ī, by including the associated inter-
actions with them. We also refer Ī as the Worst Interaction Set (WIS) for the
ease of understanding. Thus, we are trying to estimate, which models maximize
the uncertainty, while predicting the held out data. We hypothesize that the
associated interactions used to build these models introduce more uncertainty
in GDu. By excluding Ī from I, and constructing a model on Ik, we reduce the
entropy in GDu. As a consequence, the final model m(u, uk) would be a better
predictor than a generalized model constructed from GDu.
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Fig. 1. Interaction clustering based on top-3 interactions

We have shown a sample execution of our proposed method using Figure
1. Initially, we create a LM based on i(u, u1) and evaluate the perplexity of the
model using the Equation 5, for all the users uj ∈ U . As a result, for each uj ∈ U ,
we get a perplexity value. The worst perplexity of a LM on a test data is the
number of words in the test data. According to the scope of our work, we only
consider bigram based LMs.

After obtaining the perplexity values for each i(u, uj) ∈ I, we sort them
in descending order and select the top-n interactions. We extract the user id
ut ∈ U from the interactions and create a user group with those values. We
perform this process repeatedly by building LM with all the interactions from
I one by one. From Figure 1, it can be observed that for interaction i(u, u4),
three interactions have been grouped together: i(u, u1), i(u, u2) and i(u, u3). As
these three interactions produced three highest values of perplexity with the LM
constructed using i(u, u4), they are grouped together.

5 Experimental Setup

5.1 Data Set

We have collected the summary and analysis using our program from the chat
logs of three different facebook users. Chatting data is completely private and
we did not collect the data from users, instead we provided our program to the
users and they gave us the output generated from the program. All the users
were IT professionals; they could run our program to generate summary data
for us. Each of the users, who ran our program, communicated with at least 7
different people and their basic interaction was in Bengali; the total collection
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contained 22 interactions. Prior to running our program, a privacy agreement
was signed by each user.

Testing and training data set was created from the chat logs by our script.
Last 20% data of each interaction of a user was kept as test data. We trained
our model on the first 80% data and evaluated the model on the last 20% held
out data. In table 2, some properties of our data set are shown formally.

Table 2. User chat log data properties.

User
Average sen-
tence length
per line

Total words
per interac-
tion

No of Interac-
tions

101 14 5466 7

102 18 3555 8

103 24 5782 7

It can be seen from Table 2 that we have given each user a unique identifier,
so that he or she can be remained anonymous. According to the table, User
101 has 14 sentences on an average in each interaction set, with a total of 5466
words. It is also evident that user 101 interacted with 7 persons in total. Each
individual user was asked to provide his messaging content considering different
groups of people like family, friends, cousins, colleagues etc. so that we can get
different types of interactions.

5.2 Experimental Setup and Result

In this work, we have tried to select the best model that performs well in terms
of perplexity, on the held out data of a specific user interaction. At first, we
create a generalized bigram model over all the user interactions I. In this paper,
we use the term General Dictionary (GD) in exchange with I for the ease of
understanding. After the general bigram model is created, we use it to evaluate
the performance of GD for all the interactions of a specific user. Then we create
a specialized LM, namely WIM for each interaction by subtracting Ī from I. For
the experimentations in this paper, we subtract top-3 interactions from GD, and
build models on resultant data. Finally, each of the models is evaluated based on
the calculation of perplexity on the held out data of each user interaction. The
percentage improvement of WIM with respect to GD is calculated and shown in
all our result tables. A negative value depicts poor performance of WIM, whereas
a positive value represents performance improvement. The complied results from
the experimentation for each user are shown using Table 3, Table 4 and Table
5, respectively.

From Table 3, we can see that user 101 interacts with a total of 7 persons with
7 different ID’s. For interaction (101,201) its worst interaction set WIS consists
of the user with ID’s 202, 203, 206. This means that these interactions actually
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degrade the performance of the language model built for user 101, using the
GD. Here, the WIM improves the model by 9.49% which is considerably higher
than GD. However, in interaction (101,206) we can see that WIM actually gives
18.6% poor result comparing to GD. It is observed that those cases are very rare,
when GD outperforms WIM .

Table 3. Different LM result on user 101 chat log.

Interac-
tion
(ui,uj)

WIM
WIM
Perplex-
ity

GD
Per-
plex-
ity

Improvement
of WIM over
GD(%)

(101,201) {(101,202),(101,203),(101,206)} 14.27 15.76 9.49

(101,202) {(101,205),(101,207),(101,206)} 16.89 19.28012.36

(101,203) {(101,202),(101,205),(101,206)} 18.81 21.36 11.95

(101,204) {(101,201),(101,202),(101,206)} 17.83 19.39 8.00

(101,205) {(101,202),(101,207),(101,206)} 19.72 21.47 8.17

(101,206) {(101,203),(101,205),(101,204)} 31.77 26.78 -18.66

(101,207) {(101,205),(101,202),(101,206)} 15.21 17.22 11.66

Table 4. Different LM result on user 102 chat log.

Interac-
tion
(ui,uj)

WIM
WIM
Perplex-
ity

GD
Per-
plex-
ity

Improvement
of WIM over
GD(%)

(102,301) {(102,308),(102,306),(102,304)} 30.04 12.35 -143.28

(102,302) {(102,308),(102,306),(102,304)} 21.37 23.79 10.18

(102,303) {(102,306),(102,307),(102,30)8} 11.47 12.82 10.51

(102,304) {(102,305),(102,308),(102,306)} 12.46 13.59 8.36

(102,305) {(102,301),(102,308),(102,304)} 10.49 12.01 12.68

(102,306) {(102,305),(102,301),(102,304)} 12.61 14.32 11.90

(102,307) {(102,301),(102,306),(102,304)} 12.19 14.70 17.10

(102,308) {(102,305),(102,304),(102,307)} 11.74 13.85 15.26

In table 4, the interaction between user 102 and other users are shown. Here,
we can see that while interacting with user 301, WIM gives worse result com-
paring to GD. In all the other cases, WIM performs significantly better than
GD.

Table 5 shows the performance on the interactions of user 103. In the in-
teractions (103,402), (103,403), (103,404) WIM performs poorly giving the im-
provement percentage -13.57%, -79.64%,-13.63% respectively. However, in the
interaction (103,403) the result is very poor in comparison with GD.
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Table 5. Different LM result on user 103 chat log.

Interac-
tion
(ui,uj)

WIM
WIM
Perplex-
ity

GD
Per-
plex-
ity

Improvement
of WIM over
GD(%)

(103,401) {(103,406),(103,404),(103,402)} 10.16 11.83 14.10

(103,402) {(103,405),(103,404),(103,403)} 12.34 10.87 -13.57

(103,403) {(103,406),(103,407),(103,405)} 18.11 10.08 -79.64

(103,404) {(103,405),(103,402),(103,406)} 13.31 11.71 -13.63

(103,405) {(103,406),(103,401),(103,404)} 10.55 11.87 11.14

(103,406) {(103,403),(103,404),(103,405)} 8.98 9.86 8.93

(103,407) {(103,404),(103,402),(103,405)} 8.49 10.32 17.73

In our experiment, we have shown that the language models built by ex-
cluding the Worst Interaction Set (WIS) from I improves the performance of
the general dictionary based LM. By excluding WIS, we actually remove the
contents, which affect the performance. However in some cases, we have found
that excluding WIS from I doesn’t always improve the performance; in fact in
some situations GD outperforms WIM .This phenomenon occurs, because we
have subtracted a fixed number of interactions from GD for our experiment.
Moreover, there are some interactions in WIS cluster, which might generate im-
portant suggestions for user. By excluding them, we are removing those impor-
tant information from GD, which results in poor perplexity scores. As a result,
it can be experimentally inferred that excluding WIS from the interaction set
will build better LM than the LM built over the generalize dictionary for a single
user. But, in this paper, we have conducted small experimentation, and publish
the results after running our program with input from three users only. There-
fore, even though the results are quite interesting, we can not finally conclude
that excluding information from the GD of a user will model her conversation
more accurately.

6 Conclusion

The research leads to the development of a user-oriented and personalized next-
word predictor for instant messaging, which can speed up the text-based com-
munication among different people in the virtual world. The ever-growing field
of social media and instant messaging have created the necessity to design a sys-
tem that could support fast, comfortable and smooth typing. Even though we
have shown our result in terms of a standard NLP metric, perplexity, we hope
to implement an instant messaging system for the on-line evaluation of our idea.
Moreover, we would like to collect more user chat log with privacy agreement,
anonymize our data set using some well known anonymization algorithms like
k-anonymization and publish our data set in future. Besides, we would try to
filter out some unnecessary information i.e emoticon, stop words, punctuation
marks etc. which will improve the performance of the language models.
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