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Abstract. Baseline solutions for the named entity recognition task in
Russian language were published a few years ago. These solutions rely
heavily on the addition data, like databases, and different kinds of prepro-
cessing. Here we demonstrate that it is possible to reproduce the quality
of existing database-based solution by character-aware neural net trained
on corpus itself only.
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1 Introduction

Named entity recognition is a well known task in natural language processing
field. It is highly demanded in the industry and has a long history of academic
research.

Current approaches are critically dependent on the size and quality of the
knowledge-base used. The knowledge base should be kept up to date, which
requires additional resources to be constantly involved.

In contrast our solution relies only on the text of the corpus itself without
any additional data, except of the training corpus markup.

Contributions of the paper are following:

— We propose an architecture of artificial neural net as an alternative to the
knowledge base based approach for the named entity recognition task.

— We provide results of the model tests on publicly available corpus for Russian
language.

2 Related work

The first results for character-based named entity recognition in English language
were presented in early 2000-s [1]. The close idea of character-based named entity
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tagging was introduced in [2] for the Portuguese and Spanish languages, but our
model does not use convolution inside. For the English language text classifica-
tion (close task for the named entity recognition) character-aware architecture
was described in [3], it is also basing on convolutions, so principally differs from
our model. Previous research for Russian language hadn’t been based on charac-
ters, but on words [4]. State of the art solution on the public corpus with named
entity markup [5] is also word-level based.

One of the core ideas for our model comes from the character aware neural
nets introduced recently in [6], [7]. Another idea, that of matching the sequences
to train the artificial neural net to get the text structure is coming from [8]. Our
solution is based on the multi-task learning which was introduced for natural
language processing tasks in [9].

3 Model

The architecture of our recurrent neural network is inspired by [7]. The network
consists of long short-term memory units, which were initially proposed in [10].
There are two main differences to the Yoon Kim setup [7]. First one is that our
model predicts two things instead of one:

— the next character,
— a markup label for the current character.

Second one is that we do not use convolution, so we not exploiting word concept
inside our architecture, only character concept. We suppose that model could
learn the concept of word from data, and rely on this assumption while quality
measurement. Prediction errors and gradients are calculated, and then weights
are updated by truncated back-propagation through time [11].

3.1 Mathematical formulation

Let h; be the state of the last neural net layer before softmax transformations
(hidden state). The probability is predicted by standard sotfmax over the set of
characters C and the set of markup labels M:

P o) = —perita) 1
r(cit1]c1:t) o e 44l (1)
Pr(me|ery) = _exp(hepy+qs) (2)
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Here pji is j-th column in character output embedding matrix P; € R*¥*ICI, q{
is a character bias term. pj is i-th column in markup output embedding matrix
Py € RXIMI and g5 is markup bias term, k£ and [ are character and markup
embedding vector lengths.
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The final negative log likelihood (NLL) is computed over the test corpus of

length T
T

NLL = — Z(log Pr(ciy1|er) +log Pr(me|er.t)) (3)
t=1

The diagram of our model could be found on the figure 1.
4 Experiments

The corpus parameters are presented at table 1, more details on it could be found
in [5]. It can be obtained from the authors of the original paper by sending a
request to gareev-rm@yandex.ru or to any other author of the original paper.

Table 1. Russian NER corpus statistics

Tokens 44326
Words & Numbers 35116
Characters 263968

Organization annotations|1317
Org. ann. characters 14172
Person annotations 486
Per. ann. characters 5978

Similar to [5] we calculate 5-fold cross-validation with precision (P), recall
(R), and F-measure (F) metrics. The results of experiments are presented in
table 2. Since we are working with characters we cannot use labelling produced
for characters by our system directly, so we parse the produced markup for every
token (which is known for us from the corpus) and take the label for the majority
of characters in the token as a token label.

Table 2. 5-fold cross-validation of the NN-based NER.

Fold # Person Organization Overall

P R F P R F P R F
93.09(93.32(93.20(68.75|78.57|73.33|63.25|71.94|67.32
94.85(94.16(94.51(64.29(73.90(68.76(59.38(67.86(63.33
90.91(93.37(92.12(66.22(65.52(65.87(58.45(58.76(58.60
90.45(91.74(91.09|68.02|77.48|72.45|60.12|68.56|64.06
5 94.03(93.06(93.54(62.15(68.81(65.31(57.06(61.40(59.15

mean |([92.67(93.13]|92.89(65.89|72.86(69.14|59.65|65.70(62.49
std || 1.92|0.88|1.32]2.70 | 5.60 | 3.67 | 2.31 | 5.44 | 3.63

=W N —
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5 Comparison

The results of comparison are presented on tables 3, 4, 5.

Table 3. Person class performance comparison.

System Person
Precision Recall F-measure
mean | std | mean | std | mean | std
Best KB-based [5]{| 79.38 [IN/A| 79.22 [N/A|79.30 |[N/A
CRF-based [5] |[90.94(4.04| 79.52 |2.91|84.84 |3.33
NN-based 92.67|1.92| 93.13|0.88(92.89|1.32

Table 4. Organization class performance comparison.

System Organization
Precision Recall F-measure
mean | std | mean | std | mean | std
Best KB-based [5]|| 59.04 |N/A|52.32 [N/A|55.48 |N/A
CRF-based [5] 81.31|7.44]63.88 16.54|71.31|5.38
NN-based 65.89 [2.70(72.86|5.60|69.14 |3.67

Table 5. Overall performance comparison.

System Overall
Precision Recall F-measure
mean | std | mean | std | mean | std
Best KB-based [5]|| 65.01 [N/A|59.57 |N/A|62.17 [N/A
CRF-based [5] 84.10|6.22(67.98(5.57(75.05[4.82
NN-based 59.65 |2.31|65.70|5.44|62.49 | 3.63

On the person token class our system performed better than CRF-based one
by all the metrics by the mean value and standard deviation. On the organisation
class our system is better by recall and comparable by F-measure with CRF-
model. In overall case our system was on par with knowledge-base approach
performance in F-measure and in recall with CRF-model.

6 Conclusion

We applied character aware RNN model with LSTM units to the problem of the
named entity recognition in Russian language. Even without any preprocessing
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and supplementary data from external knowledge-base the model was able to
learn solution end-to-end from the corpus with markup. Results demonstrated
by our approach are on the level of existing state of the art in the field.

The main weakness of proposed model is differentiation between person and
organization tokens. This is due to the small size of the corpus. A possible
solution is pre-training on a large corpus such as Wikipedia, without any markup,
just to train internal distributed representation of a language model. We presume
that such pre-training would allow RNN to beat CRF-model.

Another direction of our future work is addition of attention as it was demon-
strated to improve performance on character-level sequence tasks [12].
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