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Introduction 

The extra-large volumes of data in information technology - data sets the size of 

which is beyond the capabilities of typical database (DB) for collecting, storage, man-

agement and analysis of information [1].There are many series of approaches, tools 

and methods of processing such extra large volumes of structured and unstructured 

data[1-4]. 

The concept of big data means working with the vast volume of information and var-

ied composition, very frequently updated and located in different sources in order to 

increase efficiency and create new ones. 

At the moment, social networks are at the peak of their popularity, millions of people 

are already use Facebook and Twitter. Many companies need to analyze the data col-

lected from social networks to assess the relationship of users to their products [5]. 

Also the analysis of this area is used in solving security issues [6]. Having collected 

and clustered text data from the social network, it is possible to identify the main 

themes and events discussed by social network users in different cities and countries. 
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1 The clustering of text information based on the frequency 

analysis 

Clustering (or cluster analysis) - is the task of partitioning a set of objects into groups 

called clusters. Within each group must be "similar" objects, and objects of different 

groups should be as different as possible, at the same time certain measure has to be 

determined. The main difference between clustering and classification is that a lists of 

groups are not clearly defined and determined during the process of the algorithm. 

The main goal of clustering is the searching of existing structures [7]. 

One of the main methods of frequency analysis is to count the number of occurrences 

of each word in document. Based on the information received you can create so-

called "tag cloud" - a visual representation of the weight of the words in the document 

[8]. 

 

Fig. 1. “Tagcloud” of the English-speaking segment of the social network Twitter 

However, as a result of the data processing at the output we obtain that different arti-

cles, prepositions and other service parts of speech will have the largest number of 

occurrences. Therefore, for the most honest evaluation of the meaning of the word is 

necessary to use measures that will not only count the number of occurrences of the 

word in the document, but also take into account the number of occurrences of the 

word in other documents. An example of such measures is the TF-IDF. During the 

calculation, the weight of a word is proportional to the amount of use of the word in 

the document, and is inversely proportional to the frequency of use of the word in 

other documents of the collection [9]. Thus, TF-IDF measure is the product of two 

factors: 

     ,,,,, DtidfdttfDdttfidf             (1) 

where  




k k

i

n

n
dttf ,  and  

 ii td

D
Dtidf


 log,  

After determination by the TF-IDF measure, clustering can be performed by various 

algorithms, such as k-means, for example [14]. 
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2 Classification of the text information based on the approach 

with machine learning 

Also, there is another approach to solve the problem of the classification - the classifi-

cation of the information through the machine learning. 

Machine learning - the process through which the machine (computer) is able to show 

the behavior which was not explicitly programmed. There are two types of learning: 

inductive and deductive. 

In the work of researchers involved in cluster analysis of the text information in vari-

ous search engines, the inductive measure Word2vec is frequently used [10-11]. 

The principle of the measures is to find connections between the context, the word 

according to the assumption that the words that are in similar contexts, tend to mean 

similar things, i.e., be semantically close. More formally, the task is: to maximize the 

cosine proximity between vectors of the words (scalar product of  the vectors) that 

appear next to each other, and minimizing the cosine proximity between the vectors 

of words that do not appear next to each other. “Next to each other” in this case 

means “in close contexts”. 

Word2vec analyzes the use of words contexts and concludes that they are or are not 

close in meaning. Since word2vec making such conclusions based on large amounts 

of text, the conclusions are quite adequate The algorithms on which word2vec is base 

dare described in detail in [12-13]. 

The examples of vector distances obtained by word2vec are in Table 1. 

Table 1. The vector distances between the word «France» and other words by word2vec mea-

sure 

The word The vector distance 

Paris 0.978443 

Spain 0.665923 

Belgium 0.665923 

Netherlands 0.652428 

Italy 0.633130 

Portugal 0.577154 

Russia 0.571507 

Germany 0.563291 

One type of a deductive approach can be considered is the Latent Dirichlet Allocation 

(LDA). This generative model that allows to explain the results of observations with 

the help of implicit groups, that allows to receive an explanation of why some of the 

pars of data are similar. Typically, when using this approach, you identify a limited 

number of topics and further states that each document is a mixture of a small number 

of topics [15]. 

For more detailed analysis, it is best to combine different approaches and techniques 

depending on the amount of processed data. 
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3 The method of collecting information 

To research the work of TF-IDF algorithm software tool that allows to collect data 

directly from the Twitter servers has been developed. The implementation is based on 

an open Twitter API 2.0 interface. As the object of the study the tweets from Samara 

region were taken, for this as a selection criterion of the messages geolocation was set 

to the Samara region (including all settlements of the region). All tweets collected in 

such a way need to be clustered using TF-IDF metric for short messages of 140 char-

acters in length and the algorithm k-means.  

To carry out the data collection from Twitter server a request containing a consumer 

key and consumersecret key was sent. In reply we have oauth.accessToken, 

oauth.accessTokenSecret which give us the ability to retrieve data from servers.  

The second step is to send the query-request, in response to which a set of tweets 

returns. 

Next, the third step is the counting the TF-IDF metric values for each message. 

4 Results 

The data was collected for 24 hours, by the query-request, which characterizes the 

Samara region. As the result over 6000 messages has been collected. By applying 

metrics TF-IDF and the k-means algorithm 22 clusters were obtained. On example, 

one of the obtained clusters (Figure 2) shows that the messages are similar in mean-

ing, but among them there are messages with "foreign" theme. 

 

Fig. 2. An example of one of the clusters obtained 
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Apparently, such is not quite accurate result was obtained due to the fact that studied 

Twits have a 140 character limit. For this reason, for more accurate clustering and 

further classification it is necessary to modernize TF-IDF measure, introducing addi-

tional weighting coefficients corresponding to the number of symbols (words) in the 

message. 

Moreover, high density of the clusters (Figure 3) shows the need for revision of the 

metric. 

 

Fig. 3. The distribution of TF-IDF metric values of processed data on the number line 

TF-IDF metric works for short messages with relative accuracy. For this reason it is 

necessary to optimize this metric: adding weight coefficients, the coefficients associ-

ated with the hashtag, the introduction of the normalization coefficient associated with 

the length of the message and the number of words in it, etc. 

Conclusion 

Issues related to clustering and further classification of text data are relevant in rela-

tion to the enormous spread of social networks and online services worldwide. Ap-

proaches and techniques presented in the article are planned for testing on text data 

collected from Twitter social network in the Russian segment. Collecting the neces-

sary data is being produced by means of the developed software system, based on 

time zones and geolocation. It is planned to develop the subject in the direction of the 

output and optimization of parallel clustering algorithms. 
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