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Abstract. We investigated training therapeutic program effectiveness of the 

school “Stop a Stroke”, which aimed at reducing a risk of a stroke for patients 

with the atrial fibrillation. On the basis of two feature selection methods using a 

criterion of the discriminant analysis to determine the best feature subset, we 

concluded that patients, who trained at the school, in contrast to patients, who 

have not received training, take anticoagulants for a long time and have a higher 

level of knowledge about the atrial fibrillation. 
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1 Introduction 

Reducing the dimensionality of a feature space is one of the central issues in data 

mining. For the most classification and recovery regression problems it is necessary to 

select the best subset from a given feature set. This is because the use of a large fea-

ture number is not only computational expensive, but also affects the recognition 

accuracy, as irrelevant and redundant features, which complicate the decision-making 

process, can be used.  

Feature selection methods are commonly used for the biomedical data analysis. In the 

work [1] using the method based on the ANCOVA an 80-gene biomarker of the 

smokers lung cancer was identified from 22216 features describing the expression 

levels of different genes. The accuracy, sensitivity and specificity of this biomarker 

were 83 %, 80% and 84%, respectively. For the selection of a small number of fea-

tures one can use the brute force [2]. In biomedical data mining the sequential search 

algorithms [3] and genetic algorithms [4] are also used. Feature selection methods 

based on a criterion of the discriminant analysis have showed their effectiveness in [5, 

6] for the analysis of biomedical images.  
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The aim of this work is the research of the effectiveness of the training therapeutic 

program of the school "Stop a Stroke", which aimed at reducing a risk of a stroke for 

patients with the atrial fibrillation. The used dataset contains observations of 12 fea-

tures and classes of the observations are patient groups, namely: a main group and a 

comparison group. Patients of the main group have been trained at the school, and 

patients of the comparison group visited to a doctor, but have not received training. 

The data were obtained during two visits of patients to the doctor, namely: before (the 

first visit) and after (the second visit) the training course. 

In order to evaluate the effectiveness of the training course, first of all, a feature sub-

set, which distinguish the original data into two groups in the best way, is selected on 

the basis of data from the second visit; then, the performances of the obtained feature 

subset for two visits are compared; finally, conclusions about the effectiveness of the 

training course are draw. 

As the main research tools two feature selection methods are used. The first method is 

based on the quality estimation of separate features using the discriminant analysis 

criterion and the second method allows to estimate the quality of feature subsets based 

on the same criterion. 

2 Methods 

2.1 Feature ordering in correspondence with the discriminant analysis 

criterion 

According to the described in [4] method, features are ordered in correspondence with 

the discriminant analysis criterion [7] 
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where wStr  is the trace of a within-class scatter matrix, mStr  is the trace of a mixture 

scatter matrix. 

The within-class scatter matrix shows the scatter of samples around their respective 
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where ip  is a class prior probability, 
)(iX  is a feature vector from the i-th class, iM  

is an expected vector of the i-th class. 

The mixture scatter matrix is the correlation matrix of all feature vectors regardless of 

their class: 
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where 22110 MpMpМ   is the expected vector of the mixture distribution. 

The higher criterion value (1) is, the better a feature distinguishes the samples from 

different classes. 

2.2 Sequential search of the best feature subset 

The previously described approach to feature selection allows to assess the perfor-

mance of each feature separately, but does not take into account dependencies be-

tween the features. Some of them can be useless by themself, but effective when 

combined with other features. 

A sequential algorithm provides a search of the best features on the space of feature 

subsets. The basic idea is that starting from some initial subset on each step we move 

to the next state, in which one element is included into the current feature subset or 

excluded from it.  

Let F be a set of all features, which participated in the selection, X be a current best 

feature subset of F and Y be a subset of the rest features that is XFY \ . The se-

quential algorithm consists of the following steps: 

1. The choice of an evaluation function to measure the performance of a feature sub-

set (in this work it is the criterion (1)), stopping criterion (the dimension of the cur-

rent set X is equal to the dimension of the set F) and some initial subset (let it be 

the empty set). 

2. The choice of “the search direction”. We step forward when we search the best 

subset among new subsets formed by including one feature in a current best subset: 

 ,yXX   

where   cXJy
Yc




maxarg . We step back when we search the best subset among 

subsets which formed by excluding one feature from a current best subset: 

 ,\ xXX   

where   cXJx
Xc

\maxarg


 . 

3. If after finding a next subset the stopping criterion is fulfilled, then the search pro-

cess is stopped, else we go to the step 2. 

In this paper, we offer the "two steps forward, one step back" approach, and the best 

subset among other subsets with the same dimension is chosen as feature subset with 

the highest value of the criterion (1).  

2.3 Evaluation of the training program effectiveness  

Let 0J  be a value of the criterion (1) for some feature subset obtained on the basis of 

data from the first visit to the doctor, and 1J  be a criterion value calculated according 
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to data from the second visit. An evaluation of the training program effectiveness for 

some feature subset is calculated as follows: 

0

1

J

J
E  .  (2) 

The school has a “positive” effect on the feature subsets for which 1E , a “nega-

tive” effect on the subsets for which 1E , and the school has no effect on subsets 

with 1E . 

A conclusion about the effectiveness of the training program is done on the basis of 

obtained effectiveness values and within-group mean values of features which have 

more impact from the school. 

3 Experimental results 

The study of training program effectiveness were carried on the basis of 12 features, 

namely: answers to a questionnaire, which was filled by patients before and after the 

training course, blood pressure (systolic, diastolic), hemostasis parameters (prothrom-

bin time, prothrombin, fibrinogen, partial thromboplastin time). The dataset included 

69 observations (36 observations from the main group, and 33 from the comparison 

group) for two visits.  

3.1 Effectiveness of the training course for separate features 

Table 1 shows evaluation results of training program effectiveness for separate fea-

tures. Each feature has a value of the criterion (1), which obtained on the basis of data 

from the first 0J  and second 1J  visits, as well as efficiency value E calculated ac-

cording to the formula (2). Features are arranged in descending order of criterion 

value. Table 2 shows the within-class mean values for features presented in Table 1. 

According to Table 1, after the training course (the second visit) features 1, 2 and 4 

properly distinguish the groups of patients compared to the first visit that is the effec-

tiveness values are quite large for these features. In addition, as shown in Table 2, 

mean values within the main group for these features have increased from the first to 

the second visits and have changed slightly within the comparison group. Hence, the 

training therapeutic program is effective for features 1, 2 and 4. 

One also notices that for feature 3 the value 0
J  is greater than the value 1

J that is this 

feature better distinguished the patient groups before the training course than after it. 

This effect is explained by the fact that within-class mean values have improved 

slightly from the first visit to the second (the patients began to realize importance of 

drug intake) and a within-class variance has increased. 
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http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%bf%d1%80%d0%be%d1%82%d1%80%d0%be%d0%bc%d0%b1%d0%b8%d0%bd&translation=prothrombin&srcLang=ru&destLang=en
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Table 1. Effectiveness of the training course for separate features 

№ Feature 
1

J  0
J  E 

1 Anticoagulant therapy  

(0 – don’t take , 1 – take less than a year , 2 – 

from 1 to 5 years, 3 – more than 5 years) 

9.35 0.97 9.64 

2 How do you assess your level of knowledge 

about the  atrial fibrillation?  

(1 – low, 5 – high) 

5.21 0.98 5.33 

3 How important is it to regularly to take a drug 

for stroke prevention in accordance with a 

prescription? (1 – no important, 5 – very im-

portant) 

3.07 3.52 0.87 

4 How do you assess your knowledge about the 

risk of stroke as the main complication of the 

atrial fibrillation?  

(1 – low, 5 – high) 

2.58 1.03 2.50 

5 Prothrombin (per cent) 1.19 1.08 1.10 

6 Systolic blood pressure (mm Hg) 1.13 0.99 1.14 

7 Prothrombin time (seconds) 1.13 0.99 1.14 

8 Partial thromboplastin time (seconds) 1.07 1.03 1.03 

9 Fibrinogen (g/l) 1.02 1.00 1.02 

10 Aspirin (1 – take, 0 – don’t take ) 1.02 1.02 1.00 

11 Diastolic blood pressure (mm Hg) 0.99 0.99 1.00 

12 How much has the atrial fibrillation changed 

your daily life? 

(1 – hasn’t changed, 5 – has changed greatly) 

0.99 0.99 1.00 

Table 2. Within-group mean values of features 

№ Main group Comparison group 

Visit 1 Visit 2 Visit 1 Visit 2 

1 0.06 2.06 0.12 0.12 

2 1.47 4.31 1.55 1.48 

3 4.08 4.15 1.39 1.61 

4 1.49 4.28 1.89 2.08 

5 88.58 84.02 97.34 95.18 

6 166.94 140.78 168.48 144.3 

7 13.13 13.78 13.06 12.98 

8 31.70 31.90 30.19 30.01 

9 4.66 4.26 4.58 4.37 

10 0.94 0.94 0.79 0.79 

11 98.17 87.47 97.70 88.24 

12 3.02 3.56 3.06 3.30 

http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%bf%d1%80%d0%be%d1%82%d1%80%d0%be%d0%bc%d0%b1%d0%b8%d0%bd&translation=prothrombin&srcLang=ru&destLang=en
http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%b0%d1%80%d1%82%d0%b5%d1%80%d0%b8%d0%b0%d0%bb%d1%8c%d0%bd%d0%be%d0%b5%20%d0%b4%d0%b0%d0%b2%d0%bb%d0%b5%d0%bd%d0%b8%d0%b5&translation=blood%20pressure&srcLang=ru&destLang=en
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http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%b0%d1%80%d1%82%d0%b5%d1%80%d0%b8%d0%b0%d0%bb%d1%8c%d0%bd%d0%be%d0%b5%20%d0%b4%d0%b0%d0%b2%d0%bb%d0%b5%d0%bd%d0%b8%d0%b5&translation=blood%20pressure&srcLang=ru&destLang=en
https://en.wikipedia.org/wiki/Millimeter_of_mercury
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3.2 Effectiveness of the training course for feature subsets 

Table 3 shows evaluation results of training program effectiveness for subsets which 

obtained in accordance with the sequential feature selection method presented in sec-

tion 2.2. In Table 3 for the first 10 best subsets of features from Table 1 the values 0
J , 

1
J  and E are given. 

One can see that all 10 subsets better distinguish the patient groups after the training 

course, than before it. However, the first 3 subsets, which included features 1, 2 and 

10, have large effectiveness value E compared to the remaining subsets. In addition, 

mean values of features 1 and 2 within the main group have increased from the first 

visit to the second and have not changed significantly within the comparison group. 

Taking into account these facts, we can conclude that the therapeutic training program 

is effective for features 1 and 2.  

Table 3. Effectiveness of the training course for feature subsets 

Features 1J  0J  E 

1 9.35 0.97 9.64 

1, 2 6.01 0.98 6.14 

1, 2, 10 5.20 0.98 5.29 

1, 2, 3, 10 4.08 2.16 1.89 

1, 2, 3, 9, 10 3.59 1.95 1.84 

1, 2, 3, 4, 9, 10 3.29 1.72 1.91 

1, 2, 3, 4, 7, 9, 10 2.63 1.46 1.81 

1, 2, 3, 4, 7, 9, 10, 12 2.18 1.32 1.66 

1, 2, 3, 4, 7, 8, 9, 10, 12 1.42 1.10 1.29 

1, 2, 3, 4, 7, 8, 9, 10, 11, 12 1.24 1.05 1.18 

4 Conclusion 

In this paper the research results of effectiveness of the training therapeutic program 

of the school "Stop a Stroke" are presented. Using two feature selection methods the 

feature subsets, which distinguish patients of the main and comparison groups in the 

best way, are founded on the basis of obtained after the training course patient data. 

Feature subsets, which have the large effectiveness values, are selected among the 

chosen best subsets. Taking into account the within-class mean values we concluded 

that, in general, this program turned out to be effective. 

In particular, the research of the training program effectiveness for separate features 

has shown that training at school “Stop a stroke” is effective for features “Anticoagu-

lant therapy” (Е = 9.62), “How do you assess your level of knowledge about the atrial 

fibrillation?” (Е = 5.33) и “How do you assess your knowledge about the risk of a 

stroke as the main complication of the atrial fibrillation?” (Е = 2.50). Evaluating the 

effectiveness of the training course for feature subsets we obtained similar results. In 

that case the training program of the school turned out to be effective for the pair of 

features “Anticoagulant therapy” and “How do you assess your level of knowledge 
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about the atrial fibrillation?” (Е = 6.14). On the other hand, the patients, who trained 

at the school in contrast to patients, who have not received training, take anticoagu-

lants for a long time, and have a higher level of knowledge about the atrial fibrillation, 

stroke risk, as the main complication of the atrial fibrillation. 
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