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Introduction  

Texture is one of the important characteristics in the field of image analysis. Howev-

er, there is still no clear definition of the term, and for each specific task of texture 

analysis a different method of definition is applied. 

Currently, the problem of texture image discerning is quite common, but it is often 

addressed not effectively enough. This problem cannot be solved due to the use of the 

inappropriate features.  

In this paper, we propose a technology which constructs a set of effective features, 

relevant for the classification of a large set of texture images, and thus reduces the 

error in texture recognition. 

To achieve the goal, the following tasks were formulated: 

 To develop a method for evaluating the effectiveness of a feature for discerning 

classes of texture images; 

 To apply discriminant analysis algorithm to improve the efficiency of a features 

set; 

 To develop a method for constructing of a set of informative features; 
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 To develop a technology of building a effective features set; 

 To analyse the technology on a set of texture images. 

Description of the technology  

The proposed technology is based on the use of discriminant analysis algorithm for 

the formation of an effective set of features. It applies the first separability criterion to 

estimate the informativeness of the features [1]. 

Discriminant analysis techniques proved their efficiency in many areas, for example 

in the medical diagnostics [2-6]. 

The discriminant analysis is used to eliminate the correlation between the features 

and, as a consequence, reduce the dimension of the attribute space. The implementa-

tion of this algorithm allows us to maintain the informativity value of the set of fea-

tures for the classification, as well as to reduce the number of features, so that simpler 

methods of classification can be applied, and the value of the classification error is 

lower. 

Suppose there is a sample consisting of 𝑛 elements, divided into 𝑔 classes, and con-

taining 𝑝 signs. In the discriminant analysis, measure of the effectiveness of the sam-

ple is criteria of separability, which are calculated according to the formulas: 

𝐽 = 𝑡𝑟((𝑻)−1𝑩) 

where 𝑻 = 𝑩 + 𝑾,  

𝑩 is the intergroup dispersion matrix. The elements of this matrix are calculated ac-

cording to the formula: 

𝑏𝑖𝑗 = ∑ 𝑛𝑘(𝑥𝑖𝑘

𝑔

𝑘=1

− 𝑥𝑖)(𝑥𝑗𝑘 − 𝑥𝑗), 𝑖, 𝑗 =  1, 𝑝 

𝑾 is the intragroup dispersion matrix. The elements of the matrix are calculated ac-

cording to the formula: 

𝑤𝑖𝑗 = ∑ ∑ (𝑥𝑖𝑘𝑚 − 𝑥𝑖𝑘)(𝑥𝑗𝑘𝑚 − 𝑥𝑗𝑘),
𝑛𝑘
𝑚=1

𝑔
𝑘=1     𝑖, 𝑗 =  1, 𝑝  

𝑥𝑖𝑘𝑚 is the value of the 𝑖˗𝑡ℎ feature for the 𝑚˗𝑡ℎ element of 𝑘 class, 

𝑥𝑖𝑘 = 1
𝑛𝑘

⁄ ∑ 𝑥𝑖𝑘𝑚
𝑛𝑘
𝑚=1  is the mean value of the 𝑖˗𝑡ℎ feature of 𝑘 class, 

𝑥𝑖 = 1
𝑛⁄ ∑ 𝑛𝑘

𝑔
𝑘=1 𝑥𝑖𝑘 is the mean value of the 𝑖˗𝑡ℎ feature in all the classes, and 𝑛𝑘 is 

the number of elements in 𝑘 class. 

The higher the value of the criterion is, the more the separability of the classes grows. 

Suppose 𝒙 = [𝑥1𝑥2 … 𝑥𝑝]
𝑇

 is the initial feature vector. Consider the algorithm for 

formation of new features 𝒚 = [𝑦1𝑦2 … 𝑦𝑚]𝑇. 
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1. Calculate the values of eigenvectors iν , 1,i p  for matrix -1
T B . 

2. Calculate the standardized coefficient vectors 𝜷𝑖 = [𝛽0, 𝛽1 … 𝛽𝑝], 𝑖 = 1, 𝑚 , such 

that the elements  i , 0,i p  are calculated as following: 

𝛽0 =  − ∑ 𝛽𝑖𝑥𝑖

𝑝

𝑖=1

, 𝛽𝑖 = 𝑣𝑖√𝑛 − 𝑔, 𝑖 = 1, 𝑝 

3. Calculate the elements of the new attribute vector by the formula: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑝𝑥𝑝,     𝑖 = 1, 𝑚. 

The number of the formed features cannot exceed the number of the initial ones. 

We can describe the main stages of the technology for the construction of the effec-

tive features set in the form of the following algorithm: 

1. Select the initial data: a features set and texture images divided into classes. 

2. Calculate the features for each image. Form the original sample. 

3. Compose a set of informative initial features (Figure 1): 

(a) select two classes from the original sample; 

(b) calculate individual separability criteria for/of each feature for those classes; 

(c) store the best feature depending on the value of the separability criterion; 

(d) repeat steps (a) – (c) for all possible pairs of classes from the original sample; 

(e) eliminate recurring features. The result is the desired set. 

4. Eliminate from the initial set all spurious features that do not belong to the set ob-

tained in step 3  

5. Apply the discriminant analysis algorithm to generate the set of new features. 

6. Calculate the individual separability criteria for each new feature of the generated 

set. 

7. Eliminate the features with low separability criterion value from the set. 

Thus, we get effective features set for discerning the classes of texture images. 

Experimental results 

The choice of the initial set of statistical features is not very important because, with 

the use of discriminant analysis, we obtain a linear combination of features that pro-

vides maximum separability of the classes. Therefore, in the current research we used 

statistical features to discern the classes of texture images. Textural features have 

shown good results in recognizing biomedical images and their further diagnosis [7-

11]. Those features include the first moment, contrast, correlation, inertia [12] along 

with the features calculated by the formula 

𝜆(∆𝑥, ∆𝑦, 𝑛) =  
∑|𝑓(𝑥, 𝑦) − 𝑓(𝑥 + ∆𝑥, 𝑦 + ∆𝑦)|𝑛

𝑁
 

where 𝑓is the image intensity function, 𝑁 is the number of image pixels. 

In the following research we used the features λ, calculated at ∆𝑥, ∆𝑦 = 0, ±1, ±2,  
𝑛 = 1, 2, 3. The general set contained 40 features. 
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Texture images are from “Kylberg Texture Dataset v. 1.0” [13]. This dataset consists 

of 28 classes of various textures. Each class contains 160 unique images. All images 

are grayscale and have the resolution of 576 by 576 pixels. Examples of texture imag-

es of each class are shown in Figure 2. 

 

Fig. 1. Set of informative initial features 

In order to calculate the features, the program generating the original sample was 

developed. 

Individual separability criteria for each pair of classes from the original sample were 

calculated in accordance with Step 3 of the algorithm. Thus 378 features were select-

ed. Then, after the elimination of the recurring features, we get the set of 28 features. 

After we had applied the discriminant analysis to the sample obtained at Step 4, a new 

features space was formed. 

To complete the formation of the effective features set, we calculate the individual 

separability criteria from the obtained features space. After that we eliminate those 

features, the criterion value of which is less than 0.5. 
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Thus, we obtained a set of 12 effective features for texture classes discrimination for 

the images from “Kylberg Texture Dataset texture image v. 1.0”. 

The chosen method for evaluating the effectiveness of the features proved to be effec-

tive in [14], where it was implemented on the same set of texture images. 

 

Fig. 2.  Examples of texture images for each class of “Kylberg Texture Dataset” 

To study the effectiveness of the proposed technology we carried out an evaluation 

test of the features sets, obtained at different steps of the algorithm. The evaluation 

was conducted by calculating the clustering error with the use of the k-means algo-

rithm. The centres of the initial classes were used as the entry conditions [15]. The 

clustering error was calculated after Steps 4 and 7 and amounted to 30% and 10% 

respectively. This figures confirm the effectiveness of the developed technology. 

Conclusion  

Thus, the technology of constructing an effective features set has been developed and 

implemented. This technology consists of several steps, at which we develop a meth-

od for evaluating the features effectiveness, increase the effectiveness of the set using 

the discriminant analysis, generate the informative features set, and form new features 

from the obtained set by the linear combination of the initial features. 

The obtained features set can be used to describe texture differences of a large num-

ber of textures. 

The technology has been evaluated with the use of a dataset of texture images. The 

implementation of the technology reduces the error from 30 to 10%. 

The proposed technology can be applied for texture image description and for general 

studies of textures.  
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