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Abstract. A technology for the segmentation of stereo images using the Hough 

transform is proposed in this paper. The first stage of the process is the for-

mation of a 3D model of a scene in the form of a point cloud - where infor-

mation about camera parameters is lacking. In the second stage, with the help of 

the Hough space, the most appropriate set of planes is found. The segmentation 

of the generated scene is then carried out, based on these. Experimental re-

search results relating to simulated scenes are given. 
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1 Introduction  

The problem of image analysis and, in particular, the problem of image segmentation 

is common to many different research areas. However, information useful for a relia-

ble segmentation of images is often lacking. This may occur, for example, when the 

texture of the scene objects consists of large areas of different colors. In this case, if 

there is more than one image, it makes sense to analyze not the intensity distribution 

of individual images but the three-dimensional structure of the scene instead. 

There are a large number of algorithms which construct a three-dimensional model of 

a scene from stereo images [1, 2]. Typically, in the case where the images have been 

obtained from arbitrary viewpoints, the camera parameters are unknown, and thus it is 

necessary to determine these parameters. The problem of stereo image matching un-

der these conditions is considered in several articles [3, 4]. 

One of the approaches to the segmentation of three-dimensional scenes consists, first, 

in the detection of some specific objects in the scene [5, 6]. For example, [7] consid-

ers the scene segmentation based on the detection of planes in the point cloud, ob-
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tained by scanning the surface with a laser ranger (LIDAR). The 3D Hough transform 

is used for the detection of the planes [8]. 

The aim of this work is to study a 3D scene segmentation method using a two-step 

procedure. The first step is the formation of a 3D model of a scene in the form of a 

point cloud - where the camera parameters are unknown. In the second step, with the 

use of the Hough space, we find the most appropriate set of planes on which to base a 

segmentation of the generated scene. 

The main difference between the proposed technology and the one described in [7] is 

the use of stereo images. It should be emphasized that these images are not only used 

as initial data for the 3D model construction (in the form of a point cloud), but also 

act as a meaningful result in themselves, since the result of a 3D point cloud segmen-

tation can be used for the segmentation of the initial images. 

Generally, the proposed method can be used for the segmentation of the scene and the 

images in relation to multiple objects which belong to different planes in three-

dimensional space as is also the case with [7]. However, the present paper considers a 

restricted problem of segmentation; this is the division of the image pixels and the con-

structed 3D model points into two classes – background points and object points. 

The results of these experimental studies demonstrate the segmentation result in rela-

tion to a simulated scene. 

2 The segmentation method 

The main stages of the stereo image segmentation method, using the 3D Hough trans-

form, are shown in Fig. 1. 

In accordance with the scheme, the 3D scene model is constructed from two images. 

Then, a Hough transform is carried out on all points of the resulting 3D scene. Among 

all the planes we search for the maximum and thus select this as a background plane. 

By calculating the distance from the points to the selected plane, the model is divided 

into background points and object points. The initial image can be segmented with the 

use of the segmented scene obtained. 

The key stages of the process will be considered in detail further on in this paper. 

 

Camera parameters estimation 

In this paper, we use the algorithm for camera parameters determination described in 

[9]. It is assumed that the matrices of the first and the second cameras are the same 

and known. Also the global system of coordinates has been made to coincide with the 

coordinate system of the first camera: i.e., the camera view direction coincides with 

the direction of the axis OZ. In addition, the set of corresponding points 

 | 1,i i Nm  and  | 1,i i N m  is given, where each pair of points  
T

i x ym  

and  
T

i x y  m  are projections of the same point in three-dimensional space in 

the first and second images, respectively. 
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Fig. 1. General scheme of the technology stages 

We designate the elements of the translation matrices and the rotation vectors of the 

first and second cameras as: R , R , t  and t  

We obtain an expression correlating the corresponding points in the two images 

through the parameters of the rotation matrix and translation vector up to the accuracy 

of an unknown parameter, Z : 
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The resulting expression can be represented as a sequence of rotations and transla-

tions: 

   ', , ,x y z x ym R m , 

 

 

,

,

xz

yz

x x t Zz t Z
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   

 

where Z  is the point coordinate in three-dimensional space. 

The proposed decomposition enables an iterative procedure to determine the parame-

ters of the camera. This consists of two stages: the procedure for determining the rota-
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tion, in the course of which the rotation matrix R  is constructed, and the procedure 

for determining the translation, in the course of which the translation vector 

 x y zt t t   t  is constructed. 

Using the Lucas–Kanade method [10], we form an optical flow which matches points 

between the first and second images. The point cloud based on the matches obtained 

is formed by triangulation [11]. 

 

Segmentation of a 3D scene model 

The aim of this stage is to separate the objects from the background. 

To detect planes we use the 3D Hough transform. The Hough transform is a method 

for detecting parametrized objects which is generally used to detect circles and lines. 

For example, paper [12] describes the detection of a variety of two-dimensional ob-

jects with the reference contour using the generalized Hough transform.  

In this paper, a set of points in space 
3  is used as the input and output values of the 

parameterized plane. The plane is represented by the distance from the origin of coor-

dinates to the plane and a normal vector to this plane. Let p  be a point in the plane, n  

is a normal vector which is perpendicular to the plane and   is the distance  

x x y y z zp n p n p n     p n  

After substituting the angles between the normal vector and the selected coordinate 

system the equation of the plane can be written as follows: 

cos sin sin sin cosx y zp p p              (1) 

where   is the angle of inclination of the normal vector to the plane xy and   is the 

angle between the plane xy  and the normal vector in the direction of axis z . The 

coordinates,  ,   and   define, as such, a 3D Hough space, each point of which has 

a corresponding plane in 
3 . In turn, each point  0 0 0, ,x y z  of space 

3  has some 

surface in the Hough space corresponding to it. At the same time, each point of this 

surface  , ,    characterizes some plane, passing through the desired point, 

 0 0 0, ,x y z . 

In this paper, we consider the problem of finding the background plane containing the 

highest number of points from the point cloud. After determining the parameters 

 ˆ ˆ ˆ, ,   of the background plane, for all points of the initial cloud we determine wheth-

er this point belongs to this background plane. To do this, we substitute the point’s co-

ordinates into the plane equation and then compare the resulting value with a certain 

threshold: 

ˆ ˆ ˆ ˆ ˆ ˆcos sin sin sin cosx y zp p p               . 

All the points that satisfy this inequality belong to the background plane, while the rest 

are considered to belong to  objects of the scene. 
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Since there remains a one-to-one correspondence between the points of the 3D model 

and the image pixels, the results of the model segmentation can be used for the segmen-

tation of the initial images. 

3 The implementation of the 3D Hough transform algorithm 

In order to implement the 3D Hough transform the following algorithm is used. As 

the Hough accumulator space, we used a three-dimensional array of integers wherein 

each cell of the array corresponds to some plane - with the parameters set by the co-

ordinates of this cell. 

Each point of the point cloud formed in the previous stage increments the value of 

those cells of the accumulator space, which correspond to planes passing through the 

given point or near it - an exact match is not possible due to the discrete nature of the 

array indices. 

This algorithm can be written as pseudocode in the following way: 

For each point of the point cloud: 

└For each value of the angle coordinate  : 

└ For each value of the angle coordinate  : 

├Calculate   using formula (1) 

└Increment  , ,A     

As a result of this algorithm, each cell of the array is assigned a value, which is the 

number of points of the point cloud lying near the plane which is represented by this 

cell. The cell of the array that contains the maximum value represents the required 

background plane. 

4 Experimental results 

The findings of the experimental study of the proposed technology are given below. For 

these purposes, a simulated scene was set up and two images were obtained at various 

angles (Fig. 2, 3). 

 

Fig. 2. First image of the scene 
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Fig. 3. Second image of the scene 

Fig. 4 illustrates the constructed 3D model of the scene as a point cloud. 

 

Fig. 4. Constructed scene model 

To form the Hough space, the following parameters were selected: 

, 0,179,

, 0,359,

0.001 , 0,1000.

k k

k k

k k







 

 

 

 

With the use of these parameters and the generated point cloud, the background plane 

was determined, and the points of the cloud were divided into those belonging (Fig. 5) 

and those not belonging (Fig. 6) to this plane. 

 

Fig. 5. Background plane of the scene 
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Fig. 6. Objects of the scene 

The initial images were segmented in accordance with the segmentation which had been 

carried out on the 3D model. The first segmented images of the scene are shown in Figs. 

7 and 8. 

 

 

Fig. 7. Background of the first image 

 

Fig. 8. Objects of the first image 

It is evident that the algorithm separated (though not perfectly) the background plane 

from the objects not belonging to that plane. 

5 Conclusion 

It has been demonstrated that the proposed information technology, relating to stereo 

images segmentation and based on the application of the 3D Hough transform to a 

generated point cloud, provides a good quality of segmentation. This experimental 

work on a simulated scene allowed us to separate the background from the other 

planes, of an image. 
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