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Abstract. The effective features formation for the identification of regions of 

interest (ROIs) in a fundus images is proposed. Source texture features are de-

rived from 6 different statistical image descriptors computed by library MaZda. 

The features are derived respectively from image histogram, image gradient, 

run-length matrix, co-occurrence matrix, autoregressive model, wavelet trans-

form, each calculated for up to 16 predefined ROIs. The first step of the re-

search is a selecting from this enormous amount of features a subset of the most 

informative ones for our class of the biomedical images, which provide a max-

imum value of group separability criterion of discriminative analysis.  New ef-

fective features set is formed from selected features with using discriminative 

analysis technique. In order to evaluate the separability quality, we calculated 

the clusterization error for each features set and various fragmentation window 

sizes. We use a K-means clusterization method and the Euclidean and Ma-

halanobis distance as a similarity measure. The required minimum size of a 

fragmentation window and the similarity measure were selected according to 

the criterion of the minimum clusterization error. 
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1 Introduction 

Computer analysis of images became the basic tool of medical systems allowing one 

to increase quality of treatment significantly. Information technologies are most wide-

ly introduced in ophthalmology [1,2]. The main reason for the irreversible blindness 

among employable population in developed countries is diabetic retinopathy (DR). At 

diabetic retinopathy all parts of the eye’s retina are damaged, however, in particular, 
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changes in central parts in the form of the diabetic macula edema may cause the 

quickest and the most irreversible visual decrement [3] (Fig.1). Treatment of the dia-

betic macula edema is rather a complicated process including both conservative and 

surgical laser methods. Laser coagulation of the eye’s retina is “the golden standard” 

for medical treatment, the effectiveness of which has been proved during a large-scale 

study (ETDRS, 1987) [4]. During laser treatment a series of metered microscopic 

thermal wounds – laser coagulates - are applied in the edema zone on the eye’s retina. 

Coagulates are overlayed either one by one or in series located in the form of a speci-

fied regular-shaped figure – a pattern, or with a preliminarily planned location of 

coagulates followed by the obtained plan to be overlayed onto a retina image in online 

mode [5]. The optimum location of coagulates is most preferable, that means that they 

are to be located in the edema zone at maximum equal distances between each other, 

and their intrusion onto vessels are avoided. Preliminarily planned coagulates shall be 

overlayed by an automatic beam positioning control system that allows to give medical 

treatment with high accuracy (Fig.2) [6, 7]. 

         

Fig. 1. The example of a fundus diagnostic image without pathology (left) and with pathology 

detected (right) 

The main disadvantage of this approach is that there is no optimum location of coagu-

lates in conditions of high diversity of edema forms and retinal vascular patterns 

therein. First, this is due to a limited choice of pattern’s forms which often correspond 

neither to the edema form nor to a status of vessels. If the arrangement is conducted 

manually only by coagulate, their optimal position will be experience based and more 

time will be required for planning [8]. 

Thus, the development of the information technology, including methods and algo-

rithms for optimal automatic coagulate filling in the defined edema zone with differ-

ent arrangements of blood vessels therein, is currently a critical task.  

To computerize a laser coagulation procedure it is necessary to make the image seg-

mentation for particular ranges of interest which are characterized by the presence of 

four classes of objects, i.e. exudates, blood vessels, intact sectors and the macula. 
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Fig. 2. Examples of patterns NAVILAS [7] 

The macular edema region is to be defined by aggregated exudation zones. During 

laser therapy it is recommended by doctors to avoid the zone of blood vessels, and it 

is strongly forbidden to overlay coagulates on the macula zone [8]. 

2 The technique of defining ranges of interest based on the 

texture analysis of biomedical images 

The segmentation is to be performed by making a decision on the membership of 

fragmented zones to one of the four given classes of object images. The fragmentation 

was carried out by dividing the image into several square-shaped blocks, which were 

classified using the technique of selecting for the effective recognition features 

(Fig. 3). 

At the initial stage, the technique is used to select proper-sized fragments and to pre-

liminarily classify them, thus involving medical practitioners to provide the recogni-

tion system training. The analysis of the fragments has shown that they may differ 

well enough by their textural characteristics. Textural features have shown good re-

sults in recognizing biomedical images and their further diagnosis [9 - 11].  We used 

the known MaZda library which allows us to calculate up to 300 different texture 

features [12, 13].  Different texture features such as correlation, homogeneity, short 

run emphasis, long run emphasis, run percentage and many more were extracted from 

the digital fundus images. Texture features derived from 6 different statistical image 

descriptors can be computed by MaZda. The features are derived respectively from 

image histogram, image gradient, run-length matrix, co-occurrence matrix, auto-

regressive model, wavelet transform, each calculated for up to 16 predefined ROIs. 

The effectiveness of the obtained feature set was evaluated based on the discrimina-

tive analysis [14-18]. The purpose of the research is to select, from this enormous 

amount of features, a subset of the most informative ones for our class of biomedical 

images, which provide a minimum clusterization error. It is necessary herewith to 
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define the best dimension of a mask, by means of which the system will process the 

image and make the automatic selection of ranges of interest during the laser coagula-

tion procedure. 

 

Fig. 3. The technique of forming the effective features for the identification of ranges of inter-

est in fundus images 

As follows from the discriminative analysis, the best features have been identified for 

each sample of objects based on a separability criterion. In order to evaluate the sepa-

rability quality, we calculated the clusterization error for each feature set and various 
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fragmentation window sizes. Feature sets were formed through selecting the best 

ones, based on values of individual separability criteria. We used a K-means clusteri-

zation method in the discriminative analysis, and the Euclidean and Mahalanobis 

distance was used as a similarity measure [14]. The required minimum size of a frag-

mentation window and the similarity measure were selected according to the criterion 

of the minimum clusterization error. 

3 Experimental research findings 

Experimental researches were carried out on samples formed while analyzing 70500 

fragments, which contained different image classes. We used 70 retinal fundus images 

in our analysis. The researches were aimed at selecting the best feature set and the 

fragmentation window to identify ranges of interest with a prescribed accuracy. Spe-

cific characteristics of the analyzed diagnostic image thereby impose restrictions on 

the size of the fragmentation window. The smaller the window’s size, the highest 

segmentation quality obtained during laser coagulation. Therefore, while analyzing 

relationships obtained during the researches, we have selected the smallest value of 

the fragmentation window, at which there is a quantum leap in values of the clusteri-

zation error and the separability criterion. Fig. 4 shows the interrelationship of values 

of the separability group criterion and the fragmentation size at various amounts of 

selected features characterized by the maximum individual separability criterion. 

The experiments have shown that the largest group separability criterion is possessed 

by sets of 16-20 features when the minimum fragmentation window size is 46 pixels 

(Fig.4). 

 

Fig. 4. The interrelationship of values of the group separability criterion and the fragmentation 

size at various amounts of selected features with the maximum individual separability criterion 

The specified sets are thereby characterized with their close interrelationships. If we 

consider the interrelationship of the clusterization error and fragmentation sizes for 
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five lowest-dimensional feature sets, i.e. 16-20 (Fig.5), it can be observed that the 

least error with the fragmentation window 46 pixels in size is possessed by the set of 

18 features. 

 

Fig. 5. The interrelationship of the clusterization error and the fragmentation window size when 

using the Mahalanobis similarity measure and the sets of 16, 17, 18, 19 and 20 features with the 

maximum separability criterion 

 

Fig. 6. Illustration of various types of the clusterization error depending on the types of features 

and various similarity measures: a) Euclidean distance, original features; b) Mahalanobis dis-

tance, original features c) Euclidean distance and set of newly formed features; d) Mahalanobis 

distance and set of newly formed 

From Fig. 6, which illustrates the interrelationship of maximum, average and mini-

mum clusterization errors depending on the type of features (the subset of original 

features MaZda with the maximum separability criterion and newly formed features 

based on the discriminative analysis) and the type of similarity measures, and from 

Fig. 7 it may be concluded that the best clusterization result may be provided by the 

Mahalanobis distance and the set of newly formed features obtained from 18 original 

features. It is thereby recommended to use the fragmentation window 46 pixels in 

size. This shall provide at least 95% of identification certainty of ranges of interest. 
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Fig. 7.   The interrelationship of the clusterization error and the fragmentation window size at 

various similarity measures when using 18 features with the maximum separability criterion: a) 

Euclidean distance, original features; b) Mahalanobis distance, original features c) Euclidean 

distance, set of newly formed features; d) Mahalanobis distance, set of newly formed features 

4 Conclusion 

The effective features formation for the identification of regions of interest (ROIs) in 

a fundus images is proposed during laser coagulation is proposed. The method is 

based on the texture analysis of selected image patterns. The analysis of informative 

value of obtained feature space and the selection of the most effective features is per-

formed using the data discriminative analysis. The best values of image fragmentation 

dimensions for the image segmentation and the feature sets providing the precise 

identification required for regions of interest are determined herein. Further research-

es shall be aimed at the improvement of individual stages of the technology presented 

herein, particularly, shape modifications of the fragmentation window, at the use of 

the image preprocessing procedure, which enables to focus on fundus image elements 

required for the analysis, and the development of an alternative feature selection 

method and the use of a more sophisticated clusterization algorithm. 
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