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Centro de Informática
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1 Introduction

Schema matching is the process of establishing correspondences between ele-
ments of distinct schemas. These correspondences are generated by using a sin-
gle similarity measure or by combining different ones [6]. Until now, even after
more than 25 years of research, there is not a perfect schema matching solu-
tion [3]. Although current systems perform well for some knowledge domains,
in some cases, they produce inconsistent or erroneous results. This makes the
existing approaches more dependent on human interactions, whichâĂŃ can lead
to imprecise results.

Schema matching is relevant for many modern applications. For instance, if
one wants to get global statistics of product sales in different e-commerce stores,
it would be necessary to integrate data from different data sources, including
those that their schemas adopt distinct logical designs. Especially in the case of
schema matching between heterogeneous and autonomous data sources on large-
scale environments, the large number of correspondences that can be identified
between the targeted schemas often do not represent a valuable outcome. Sim-
ilarly, the wide number of existing matchers makes harder to choose the most
suitable to use. So, our approach handles the identification of correspondences
in scenarios with large number of schemas. We propose a flexible architecture
capable of combining different matching approaches following application re-
quirements.

An application requirement is a tuple R = 〈D, S, M〉, where D is a set of
desirable features from a Data Source (e.g. response-time, language, freshness),
S is a set of targeted elements from the Schemas (e.g. the Customer entity or
the Price attribute) and M is a set of parameters to the matchers execution (e.g.
only consider element-based matchers, maximum runtime of n seconds).

The intuition of our approach is that there is a need for a solution capable
of stating which set of matchers fits some application requirements for a large
number of schemas. In this context, we propose a multi-layer architecture for
combination of schema matchers, which regards the main steps of traditional
Schema Matching approaches [2]. This paper is organized as follows. In Section
2 we present our architecture and describe its respective components. In Section
3 we discuss the next steps of our ongoing research and future work.



2 A Multi-Layer Architecture for Combination of Schema
Matchers

Following the principles claimed by Madhavan et al. [7], we consider to reduce
uncertainty in all steps of the Schema Matching process. In this sense, we are
proposing a general architectureâĂŃ composed of three layers.

Figure 1 presents a brief overview of the proposed multi-layer architecture for
combination of Schema Matchers. This architecture consists of three layers: 1)
Pre-Match Layer; 2) Matching Layer and 3) Post-Match Layer. In the Pre-Match
Layer, we first collect the application requirements, then a set of suitable data
sources is selected. The schemas of these selected data sources are submitted
to a normalization step, standardizing their schema elements. Metadata from
data sources (e.g. schemas, knowledge domain) are also collected to be used as
background knowledge. Such information is the input of the Matching Layer,
which can establish the most suitable matchers for each scenario. Finally, the
Post-Match Layer contains components aiming to evaluate the obtained results
(correspondences). This evaluation can be accomplished via manual user inter-
vention or even applying Machine Learning techniques. We will describe them
in details in what follows.

Fig. 1. Multi-Layer Architecture for Combination of Schema Matchers

2.1 Pre-Match Layer

The Pre-Match Layer aims to prepare the environment to the next steps of the
process, collecting a set of useful information. To support the execution of schema



matching tasks, we assume the existence of a Data Source Catalogue. This cata-
logue is used to manage a set of heterogeneous sources. The registry, standard-
ization and data storage in an efficient way are some of the catalogue features.
We clarify that the Data Source Catalogue is not in the scope of this work.
The quantity of sources available from the Data Source Catalogue could lead
to many comparisons. It becomes necessary to reduce this range. So, the Data
Source Selection module identifies the most relevant sources to be in the pipeline,
in accordance with the application requirements. Then, schema elements from
selected sources are normalized by the Schema Normalization module accord-
ing to terms from a Semantic Repository [1], which handles the combination of
background knowledge from diverse semantic sources. The normalized schemas
are stored for further use.

2.2 Matching Layer

The Matching Layer handles the selection, combination and execution of Schema
Matchers. The outcome of this layer is a set of correspondences generated by a
combination of matchers. These matchers are obtained from a Matchers Cata-
logue, which gather a set of existing matchers to be chosen. This task of choosing
among many matchers is far from trivial [6]. Although several approaches com-
bine different matchers, they still have some drawbacks. Some solutions adopt
fixed heuristics (e.g. COMA++ [4]), which can do the selection of matchers un-
feasible if the users do not have proper knowledge about the systems. On the
other hand, some approaches adopt Machine Learning techniques. However, in
large-scale environments it could be a hard task to set up a useful training set
for supervised learning techniques (e.g. YAM [5]) or to express dependencies
between user interactions over decision trees in active learning approaches (e.g.
ALMa [8]), because it have poor statistical values (e.g. True, false). Looking
for more flexibility, the Matcher Selection module will select different heuristics
considering the application requirements, which will be combined and executed
by the Matchers Execution module. Our intuition is that, considering large-scale
environments, our approach can generate results that better fulfill user needs.
To check this assumption, we are working on an experiment to compare our
approach to other matchers combiners to integrate real-world applications.

2.3 Post-match Layer

The Post-Match Layer receives the generated set of correspondences to evalu-
ate. This evaluation phase, also known as matching reconciliation, is supported
by a human user. In our case, the application user must select the best cor-
respondences among a set of top-k ranked items. This task is handled by the
Collaborative Reconciliation module, which stores all decisions taken by applica-
tion users in a repository of User Assertions. To this module, we are inspired in
the method described by Zhang et al. [9], in which an approach based on crowd-
sourcing is established to accomplish the reconciliation task in a collaborative
manner, reducing user participation in new tasks over the same sources.



3 Discussion and Future Work

In this short paper, we describe our ongoing research towards a multi-layer
architecture to support the combination of schema matchers. We adopt flexi-
ble strategies that use application requirements to guide schema selection and
matcher combination for a Schema Matching process. As future work, we plan
to:

– detail and better formalize concepts used in the architecture, as for example
the application requirements.

– generate a prototype to test combinations of candidate matchers and re-
quirements from real-world applications, analyzing which solution is more
suitable to each one.

– identify which rules are commonly used when the matcher combination is
performed for a particular type of application.

The ultimate goal of this research is to build a system to execute Schema
Matching tasks combining best matchers for a given application. The outcome
of this matching process can serve in many tasks of data integration involving
heterogeneous data sources, such as content delivery, database integration, query
rewriting, duplicate data elimination and entity matching.
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