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1 Introduction

Many intractable computational problems on graphs admit tractable algorithms
when applied to trees or forests. Tree decomposition extracts a tree structure
from a graph by grouping nodes into bags, where each bag corresponds to a
single node in of the tree. The corresponding operation on hypergraphs is that
of a generalized hypertree decomposition [10], which entails a tree decomposi-
tion of the primal graph (which has the same set of nodes, and an edge be-
tween every two nodes that co-occur in a hyperedge) and an assignment of a
hyperedge cover to each bag [11]. Tree decomposition and generalized hyper-
tree decomposition have a plethora of applications, including join optimization
in databases [7, 10, 21], constraint-satisfaction problems [17], computation of
Nash equilibria in games [10], analysis of probabilistic graphical models [18§],
and weighted model counting [16,19].

Past research has focused on obtaining a “good” tree decomposition for the
given graph, where goodness is typically measured by means of the width—the
maximal cardinality of a bag. Nevertheless, finding a tree decomposition of a
minimal width is NP-hard [2]. Moreover, in various applications the measure of
goodness is different from (though related to) the width [11,16]. Abseher et al. [1]
empirically showed that the execution cost of dynamic programming algorithms
over a tree decomposition is highly sensitive to features of the tree decomposition
other than mere width; in particular, tree decompositions of the same width may
entail highly diverging running times on the same problem instance.

In this paper, we describe our ongoing effort on the task of enumerating all
(or a subset of) the tree decompositions of a graph. Such algorithms have been
proposed in the past for small graphs (representing database queries), without
complexity guarantees [15,21]. Our main result so far is an enumeration algo-
rithm that runs in incremental polynomial time, and our current efforts are on
a practical and effective implementation.

2 Preliminaries

In this section we give some basic terminology.

Graphs. The graphs in this work are undirected. For a graph g, the set of
nodes is denoted by V(g), and the set of edges (where an edge is a set {u,v} of
distinct nodes) is denoted by E(g).



Tree Decomposition. A tree decomposition d of a graph g is a pair (¢, 8),
where t is a tree and 3 : V(t) — 2V is a function that maps every node
of ¢ into a set of nodes of g, so that (a) U,cvu)B(v) = V(g), (b) for every edge
e € E(g) there isanode v € V(t) such that e C B(v), and (c) for all u,v, w € V(¢),
if v is on the path between w and w, then B(v) contains (u) N S(w). For a tree
decomposition d = (¢, §) and a node v of ¢, the set 5(v) is called a bag of d, and
we denote by bags(d) the set {8(v) | v € V(t)}. Two tree decompositions d; and
dy are bag equivalent if bags(dy) = bags(ds).

When enumerating tree decompositions, we wish to avoid the generation of
decompositions that are clearly useless. As an extreme example, if the input
graph is already a tree, then usual applications are not interested in any of
the tree decompositions (e.g., putting all nodes in a single bag) besides the
original tree itself. In a common algorithm over a tree decomposition, the bags
are the parts where an expensive (e.g., exponential-time) algorithm is applied.
In such cases, it will be beneficial to split a bag, or remove it altogether, if
possible. This leads to the notion of a proper tree decomposition. Formally, a
tree decomposition d of a graph g is said to be proper if there does not exist
any tree decomposition d’ of g such that (a) every bag of d’ is contained in some
bag of d, and (b) bags(d) € bags(d’). In particular, a proper tree decomposition
cannot be improved by removing or splitting a bag. For illustration, a chordal
graph (e.g., a tree) may have exponentially many tree decompositions, but only
a single tree decomposition up to bag equivalence.

Chordality and Triangulation. Let g be a graph. For a cycle c in g, a chord
of ¢ is an edge e € E(g) that connects two nodes that are non-adjacent in ¢. We
say that g is chordal if every cycle of g of length greater than three has a chord.
A triangulation of a graph g is a graph h such that V(g) = V(h), E(g) C E(h),
and h is chordal. A minimal triangulation of g is a triangulation h of g with the
following property: for every graph h’ with V(g) = V(R'), if E(g9) C E(h’) € E(h),
then A’ is non-chordal (i.e., A’ is not a triangulation of g). In particular, if g is
already chordal then g is the only minimal triangulation of itself.

Enumeration Algorithms. Our goal is to devise efficient algorithms for enu-
merating (proper) tree decompositions. Polynomial running time is an inade-
quate yardstick of efficiency for this problem, since it may be the case that the
number of tree decompositions is exponential. Johnson et al. [13] introduced sev-
eral different notions of efficiency for enumeration algorithms, and we recall these
now. Polynomial total time means that the total execution time is polynomial
in the combined size of the input and the output. Incremental polynomial time
means that the delay after the Nth answer (i.e., the time until the (N + 1)st
answer) is polynomial in N + n, where n is the size of the input. Finally, poly-
nomial delay means that the every delay is polynomial only in n. Observe that
polynomial delay is stronger than incremental polynomial time, which in turn is
stronger than polynomial total time.



3 Results

We now describe some of the results we established so far in our ongoing research.
In search of an algorithm for enumerating tree decompositions, we started by
looking at the problem of enumerating minimal triangulations. Later, we will
discuss the connection between the two problems. The first result states that we
can enumerate the minimal triangulations in incremental polynomial time.

Theorem 1. There is an algorithm that, given an input graph g, enumerates
the minimal triangulations of g in incremental polynomial time.

The proof of Theorem 1 builds on the algorithm of Berry et al. [3] for enu-
merating all the minimal separators of a graph, a characterisation of minimal
triangulations by means of minimal separators, due to Parra and Scheffler [20],
and an algorithm of Cohen et al. [5,6] for enumerating maximal node sets under
hereditary graph properties.

The next result states the relationship between proper tree decompositions
and minimal triangulations. This result is obtained by combining known results
by Heggernes [12] and Jordan [14].

Proposition 1. Let g be a graph. There is a bijection M between the minimal
triangulations of g and the bag-equivalence classes of the proper tree decomposi-
tions of g. The function M maps a minimal triangulation h of g to the proper
tree decompositions of g that have the mazimal cliques of h as bags.

Note that a maximal clique is a clique that is not properly contained in any
other clique. Let g be a graph, and let h be a triangulation of g. Let G be the
graph that has the maximal cliques of h as its node set, and an edge between
every two nodes, weighted by the size of the intersection of its incidents. The tree
decompositions that h maps to in Proposition 1 correspond to the maximum-
weight spanning trees of G [14]. It is known that the maximum-weight spanning
trees of a graph can be enumerated with polynomial delay [22]. Gavril [8] showed
that in chordal graphs the number of maximal cliques of h is at most the number
of nodes of h. Combining these results with Theorem 1 and Proposition 1, we
get the following corollary.

Corollary 1. There is an algorithm that, given an input graph g, enumerates
the proper tree decompositions of g in incremental polynomial time.

4 Outlook

So far, we have established an algorithm with complexity guarantees for enu-
merating the minimal triangulations (and the proper tree decompositions) of
a graph. In the next steps, we plan to investigate the implementation of our
algorithm, in two aspects. The first is that of efficiency: we plan to find tech-
niques for optimizing and parallelising the computation (e.g., in the spirit of



previous algorithms of a similar nature [9]). The second aspect is that of a par-
tial enumeration: we plan to study the problem of enumerating a subset of the
minimal triangulations, and in particular explore the ability of utilizing previ-
ous tree-decomposition algorithms [4] for improving the overall quality of that
subset. In terms of theoretical directions, it remains open whether the minimal
triangulations can be enumerated with polynomial delay, and we plan to further
investigate this problem.
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