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Abstract. This paper proposes new solutions for the approximate dic-
tionary queries problem. These solutions combine the use of succinct data
structures with an efficient representation of the keys to significantly re-
duce the space usage of the state-of-the-art solutions without introducing
any time penalty. Finally, by exploiting triangle inequality, we can also
significantly speed up the query time of the existing solutions.

Indexing large collections of objects for similarity search is a core task of many
applications in databases, pattern recognition, and information retrieval (IR)
(e.g., near-duplicate detection in a collection of web pages or content-based re-
trieval in a collection of images). In a general framework, each object is modeled
with a vector of features and the similarity of two objects is measured by means
of a similarity function, e.g., the Jaccard and the cosine similarity, on their vec-
tors. Sketching techniques are used to reduce the dimensionality of these objects
by producing succinct sketches of the vectors, such that the similarity of objects
can be estimated by computing the Hamming distance of their sketches [1]. The
Approximate Dictionary Queries problem is formulated as follows. We are given
a dictionary set of binary keys, a k-query Q asks for identifying all the keys in
D which are at Hamming distance at most k from Q. While there exist several
theoretical solutions which provide guarantees on their space and time complex-
ities (see e.g., [2] and references therein), the most efficient solutions in practice
[6, 5] are based on the multi-index approach proposed by Greene et al. [4].

In this extended abstract we shortly summarizes the work in [3]. This paper
improves the performance of any multi-index based solution by introducing the
use of succinct data structures together with a suitable representation of the keys,
SIMD-based optimizations, and the use of the triangle inequality. An empirical
evaluation shows that the time improvement of the proposed solutions is by a
factor up to 3.4 while the space usage reduction ranges between 22% and 40%.
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