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Deep learning models achieved remarkable results in Computer Vision, Speech
recognition, Natural Language Processing and Information Retrieval. In this work, we
extend a Convolutional Neural Networks (CNNs) for the Sentiment Analysis in Twit-
ter task, as this architecture achieved state-of-the-art results in [3, 4]. In particular, this
architecture has been shown effective when a proper pre-training step is adopted to per-
form the early estimation of the network parameters: in [4] it is suggested to generate
pre-training data starting from a randomic selection of Twitter messages annotated with
simple heuristics, e.g. the presence of specific emoticons in messages. We improve the
quality of such CNN architecture in two ways. First, we propose to adopt a contex-
tual model [5] to select pre-training material from the conversations to which training
messages appear, as opposed to an arbitrary selection of messages. In this way, we aim
at selecting pre-training messages that could better reflect the topics of the targeted
data. Second, we promote the adoption of a multi-channel schema [3] for representing
the input data to the CNN. A first channel is used to accommodate lexical information
provided by Distributional Models of Lexical Semantics, i.e. a vector representation
of words provided by a Word Embedding. The second channel is adopted to represent
sentiment oriented information as it is provided by a polarity lexicon. In particular,
the sentiment oriented vectors adopted in this study refer to the automatically acquired
Distributional Polarity Lexicons, as proposed in [1]. The experimental evaluation shows
that the proposed solutions are beneficial w.r.t the targeted task in two languages, i.e.
English and Italian. The full version of this paper is provided in [2] and it is available
in the SocialNLP@IJCAI 2016 proceedings.
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