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Abstract. In this paper, we propose an OWL ontology for GSikhe Generic
Statistical Information Model, which is a framewoitr statistical metadata
promoted by the UNECE and internationally endorsgdtatistical organiza-
tions. After illustrating some use cases on poedilifferent uses of the GSIM
ontology, we detail the design and developmentgsedollowed to generate it.

1 Introduction

GSIM — Generic Statistical Information Model — is iaternationally endorsed ref-
erence framework for statistical information, whiehables generic descriptions of
the definition, management, and use of data anéda& throughout the statistical
production process. It has been increasingly adopyenational statistical institutes
over the past years as their reference concepto@éim

Linked Data and Semantic Web standards are alsw lpebgressively adopted by
statistical organizations. For instance, in 2016B@O¥ (United Nations Economic
Commission for Europe) established a project [Hf threscribes the use of Linked
Data for modeling statistical metadata as one efairits principal aims.

In this paper, we propose an OWL ontology for GSTWere are multiple benefits
to this effort, including having a formal and mawdactionable representation of a
statistical model, allowing consistency checks agndifferent models, and promoting
interoperability across statistical conceptual niede

The rest of the paper is organized as follows: i8e@ introduces GSIM basics;
Section 3 illustrates some use cases of the GSitdlagy; Section 4 provides the
detail of how the GSIM ontology was generated; dimglly, Section 5 provides a
conclusion and a description of future work.



2 Background: What isGSIM?

The text and figures in this section are adaptedchfthe GSIM Communication
Paper on the Generic Statistical Information Mo@eEIM) website [2] under the
UNECE (United Nations Economic Commission for Euwpf3].

GSIM provides a set of standardized, consistergcdbed classes, which are the
inputs and outputs in the design and productiostatistics. The design and produc-
tion processes for which GSIM defined objects aeeihputs and outputs are them-
selves defined in the Generic Statistical Busirfessess Model (GSBPM) [4]. As
such, GSIM and GSBPM are dual models of statispoadluction and data.

In general, information and process models desagithhe same domain are duals
of each other in the sense that the classes immat®el are the relationships in the
other. Though GSIM and GSBPM are not designedrectly convey this connected-
ness, as GSBPM is more of an outline than a meley, nevertheless imply it. More
details about how GSIM and GSBPM are inter-conrtefiilow below.

GSIM does not include classes related to businesgibns within an organization
such as human resources, finance, or legal furgtiercept to the extent that this
information is used directly in statistical prodoct

At the highest level, GSIM is designed and was e in four sections. These
four top-level groups are described below:

« TheBusiness group is used to capture the designs and plassti$tical programs,
and the processes undertaken to deliver those gmmyrThis includes the identifi-
cation of a Statistical Need, the Business Prosefiz® compose the Statistical
Program, and the evaluations of them.

« The Exchange group is used to catalogue the information thate®in and out of
a statistical organization via Exchange Channeélgcludes classes that describe
the collection and dissemination of information.

« The Concepts group is used to define the meaning of data, piogi an under-
standing of what the data are measuring.

« The Structures group is used to describe and define the termd imseelation to
structures for organizing data.

Figure 1 gives an example of GSIM classes that tell a satnyut some of the in-
formation that is important in a statistical orgaation. In particular:

» “A statistical organization initiates &tatistical Program The Statistical Program
corresponds to an ongoing activity such as a suowvegn output series and has a
Statistical Program Cycléor example it repeats quarterly or annually).

« The Statistical Program Cycl@avill include a set oBusiness Processebhe Busi-
ness Processesonsist of a number dProcess Stepshich are specified by a
Process DesignTheseProcess Design$iave Process Input Specificatiorsnd
Process Output Specifications.

« The specifications will often be pieces of inforiatthat refer to Concepts and
Structures (for exampleStatistical Classification, Variable, Population,afa
Structure,andData Sek If, for example, théusiness Process related to the col-
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lection of data, there will be éInformation Providerwho agrees to provide tl
statistical organisation with data (vie Provision Agreemept This Provision
Agreemenspecfies ar agreedData Structureand governs th&xchange Channi
used for the incoming information. TIExchange Channealould be aQuestion-
naire or anAdministrative Regist. It will receive the information via a particul
mechanismKrotoco) such as an interview or a data file exchange.

e The Data Setproduced by tt Exchange Channelill be stored in a
Data Resourcand structured by Data Structuré.

BUSINESS
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Includes o =
L) Process Saep Infoemation
| Program Cycle Process. P Protocol
~
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Figure 1: GSIM information objects

As described above, GSIM and GSBPM aral models for the production al
management of statistical data. GSBPM models titesstal production process a
identifies the activities undertaken by producefsofficial statistics that result i
information outputs. These activities are brokewn into subprocesses, such
“Impute” and “Calculate aggregates”. As shownFigure 2, GSIM helps describ
GSBPM subprocesses by defining the objects that flow betwdwm, that an
created in them, and that are used by tto produce official statistics.

GSBPM

Sub-process

Figure2: GSIM and GSBPM



Greater value will be obtained from GSIM if it ip@ied in conjunction with
GSBPM. Likewise, greater value will be obtainednfr@&sSBPM if it is applied in
conjunction with GSIM. Nevertheless, it is possifdé¢hough not ideal) to apply one
without the other. In the same way that individstitistical business processes do
not use all of the sub-processes described witl8BEM, it is very unlikely that all
classes in the GSIM will be needed in any spesititistical business process.

Good metadata management is essential for theiegffioperation of statistical
business processes. Metadata are present in elase pf GSBPM, either created,
updated, or carried forward unchanged from a previphase. In the context of
GSBPM, the emphasis of the over-arching processaethdata management is on the
creation, updating, use, and reuse of metadateadd&t management strategies and
systems are therefore vital to the operation of BEMBand are facilitated by GSIM.

Applying GSIM together with GSBPM (or an organinatispecific equivalent) can
facilitate the building of efficient metadata dniveollection, processing, and dis-
semination systems, and help harmonize statist@abputing infrastructures.

GSIM supports a consistent approach to metadataitdéing the primary role for
metadata envisaged in Part A of the Common Metdgamework "Statistical Meta-
data in a Corporate Context" [5], that is, metaddiauld uniquely and formally de-
fine the content and links between objects andgs®es in the information system.

3 Use Cases

This section contains descriptions of some possiske cases for implementing the
GSIM OWL ontology within National Statistical Ofes (NSOs). Linked Data stan-
dards permit the expression of data and metadatarding to machine-actionable,
formal, and interoperable models. NSOs on the oktaerd need to share common
metadata models, as witnessed by proposals su@BHd. Improving information
systems supporting statistical production is maaissible by representing such mod-
els with Linked Data standards, as shown by theviehg: the use case described in
Section 3.1 shows the usage of the GSIM ontologynarove a central system for
metadata representation in Istat (the Italian Natlidnstitute of Statistics); the use
case described in Section 3.2 shows how the GSlfdlagy enables interoperability
between statistical models.

3.1 Using GSIM OWL ontology to query data and metadata within NSOs

The GSIM representations provided so far, suchhas@SIM UML representation,
have been mainly used as a source of document@ti@ncommon and shared model.
In addition, the GSIM ontology can be used as aeh@mt data and metadata repre-
sentationthus enabling direct queries on data and metadata

Istat currently has a unitary metadata systemdéatralizes metadata used within
its statistical production processes. This systasidn underlying relational database
that has been designed according to GSIM. This m#at there are relational tables
for representing classifications, code lists, staidl variables etc. This system could
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be integrated with the GSIM OWL ontology by mappthg ontology to those data
that are currently in that relational database. filewing specific benefits can be
identified as a result of such an integration:
1. Decoupling the conceptual representation of GSkinfthe logical data sto-
rage implemented by the unitary metadata systethjrathis way be able to
(i) make queries on data directly specified in ®8IM standard and (i)
easily align data if modifications to the GSIM sdand occur overtime.
2. Ability to easily make metadata queries, &ighich are the “gsim:process
steps” that a given “gsim:business process” X “ggas”?

3.2 Interoperability between GSIM and GSBPM ontologies

An additional use of the GSIM ontology is to mapnfr one statistical model to
another, establishing interoperability across madéls mentioned in Section 2,
GSBPM is the model adopted for representing thesgghaf Official Statistics pro-
duction. A GSBPM ontology has been already propaséd].

As will be described in Section 4, there are sowrcepts of the GSIM ontology
that have been identified as “equivalent to” somecepts of the GSBPM ontology.

As an example, “gsim:business process” is “equivale” “gsbpm:statistical pro-
duction activity”. But notice instead, “gsim:prosestep” is NOT “equivalent to”
“gsbpm:phase”. Indeed, GSBPM does not imply a secjng of the “gsbpm:phases”,
instead the sequence is implied by “gsim:process’st

Now let us suppose that there is a database (@kp-$tore) with data described
according to the GSIM ontology and to the GSBPMotogy. A user could in this
case pose the following query exploiting both ocodids:

For a given “gsbpm:statistical production activity” Y , which is the set of
“gsim:business service” “gsim:used by’ “gsim:busine ssprocess”X (equivalent to Y)?

This use case illustrates how two statistical megedbposed independently, GSIM
for statistical information and GSBPM for statisliprocesses, can be integrated. The
main benefits of such an integration are: (i) thditg for joint use of the models
when developing systems based on them and (ii)ptissibility of checking and
monitoring the consistency of modifications that @roposed to the standards over
time.

4 Building the GSIM Ontology

In the GSIM official documentation, UML (Unified Mieling Language) is used to
visually represent the information model. UML issbd on the object-oriented para-
digm, thus it employs classes, relationships, atibates for representing a model.
Starting from the UML for GSIM, we defined a GSIMtology by expressing it in
OWL. OWL is a knowledge representation languagé wie following basic notions:



(i) Axioms— the basic assumptions that an OWL ontology esgar® (ii)Entities —
elements used to refer to real-world objects; aii)d Expressions- combinations of
entities that form complex descriptions from basmies. Entities are all atomic con-
stituents of statements: objects, categories, latioas. In OWL objects are denoted
asindividuals categories aslassesand relations agroperties Properties are further
subdivided intoObject propertis that relate objects to objects, dpatatype proper-
tiesthat assign data values to objects. Finglignotation propertiegncode informa-
tion about the ontology itself instead of the damafi interest.

In the creation process of the GSIM ontology, thdlLLclasses have been mapped
into OWL Classes, relations into Object propertaas] attributes into Datatype prop-
erties. The subclasses of UML schemas have beerlatbdavith the OWL object
property calledsubClassOfhat relates the main class with its subclasses.

Given the differences between the two languagesritbes! above, there is not al-
ways a direct correspondence between their respeetements. As an example, an
abstract class in UML does not have a direct cpmedent with any OWL class be-
cause the notion of what belongs to a class in Q%Vinore fluid. Additional state-
ments on Classes, ObjectProperties, and DataPiepdd.g.objectintersectionQf
disjointClassepallow representing the domain of interest motly fu

In the following sections we describe the two dif@ approaches we used to build
the GSIM ontology. In the first approach, we starfeom the official specification
document of the GSIM model [7] rendered in UML, amel modeled the classes and
the properties defined therein in OWL; in the setapproach, we started from the
UML models and exported them into XMI (XML Metadaterchang® files. The
results of the two processes were compared agaawt other in order to reason
about inconsistencies. Then, the effort was madedolve those inconsistencies.

4.1  First approach: starting from the Generic Statistical Information M odel
Specification Document

We started by studying the specification documérnhe GSIM model. From this we
deduced which concepts are to be represented iantwdogy, which properties link
the concepts to each other, and what the data piepef the concepts are.

As summarized in Section 2, GSIM concepts are grdup five main topics areas:
(i) Base, (ii) Business, (iii) Concepts, (iv) Excigee, and (v) Structures. In the ontolo-
gy, we maintained this structure by defining fivieagses with those names (d&g-
ure 3); in each Class we defined sub-classes for eactegd contained in the topic.

1 http://www.omg.org/spec/XMI/
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Figure 3: Class Definition shown with Protégé

In the GSIM specification document, the relathips between concepts oftehave
the same name as the attributes of the cor. As an example ifrigure 4, two dif-
ferent conceptdnformation Provider and Information Conser, usethe same ra-
tion “agrees to’in their relationshipswith the concept Provision Agreeme In the
ontologyrepresentatiorthe concepténformation Provider and Information Comm-
er are the “domains” of the relatio“agrees to” and the concept Rigion Agreemen
is the common rangéiowever “agrees tomust become two different properties
the ontologyotherwise it is implicitly assumed an intersection of tfiemains, whic
is not true in general.
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Figure4: GSIM UML Schema

To distinguish the properties we adopted the folfmunotation (see aldeigure 5):
Property Name || first letters of Domain || firgttfers of Range

The notation is valid for Object Properties, whitethe case of Data Properties the
“first letters of Range” are missing.

informationConsumer agreesTo ProvisionAgreement

Property Name | First Letters of Domain | First Letters of Range

agreesTo 1C PA

agrees-'.l'oIC—PA
Figure5: Example of the notation

Table 1 summarizes the number of classes, propertiesaaimins we defined. We
also defined equivalence with concepts of otheologies as shown ifiable 2.



Classes 134
Object Properties 203
Data Properties 383
subClassOf Axioms 117
equivalentClass Axioms 14
ObjectPropertyDomain Axioms 204
ObjectPropertyRange Axiom 240
FunctionalDataProperty Axioms 378
DatapropertyDomain Axioms 378
DataPropertyDomain Axioms 382

Table 1. Number of classes, properties, and axioms defim¢iae GSIM ontology

_ Ontology Concept

Level xkos ClassificationLevel

Node skos Concept

Map xkos ConceptAssociation

NodeSet skos ConceptSchema
CorrespondenceTable xkos Correspondence

Individual foaf Person

AgentRole prov Role

BusinessProcess gsbpm StatisticalProductionActivity

Table 2. Equivalence between GSIM concepts and concepithef ontologies

The resulting ontology has a DL expressivilyCIRQ(D)([8]) according to Protégé.

4.2  Second approach: starting from UML schemas

I ntroduction

Through the use of UML modeling with Enterprise Witect (EA), GSIM is al-
ready fully specified in machine-actionable form&8ince the approach described
previously showed that GSIM could be expressedWA_Othe next step was to trans-
late directly and automatically from EA to RDF. Wed to create a fully automated
procedure, so that it could accommodate future GRiddifications.

The method used here to transform UML to RDF is@iocXSL transformation,
which is direct, efficient, and simple, but depepndsthe way UML is used. We could
do it because the GSIM specification is cohereit wall-written. Other approaches
could have been used, for example Model Driven i#ecture based solutions][or
the Ontology Definition Metamodela standard defined by the Object Management

2 http://www.omg.org/spec/ODM/1.1/



Group (OMG) and implemented in BAwvhich extends UML with additional model-
ing notations to allow representation in OWL. Siri@8IM uses only simple UML
constructs, we felt that those approaches weredowlex in this specific case.

From UML to XML (XMI) to simplified XML

The first step was to export the UML descriptioonfr EA (version 10) to a file in
the XMI 2.1 format, which is the standard creatydie OMG for expressing UML
in XML. We then used an existing XSL transformafi¢ghSLT) provided by the
UNECE to extract the relevant information in a sienpand more convenient XML
format. From there, we wrote the XSL transformatomproduce RDF/XML.

From XML to RDF for classes and packages

The UML and RDF concepts for classes are very cleseno adaptation was
needed. Basically, we did a one-to-one mapping. él@w since the UML model was
divided into packages corresponding to the diffek@8IM groups described above,
we adopted the same method as in the previous agprand made all classes of a
package sub-classes of a class representing thage¢Structure, Business, etc.).

From XML to RDF for properties: first part

UML attributes and relationships are both represrity, and transformed into,
RDF properties. RDF distinguishes between anneotatiata, and object properties,
depending on the type of their range (we did netarmotation properties).

Most parts of UML attributes and relationships asesy to transform into RDF.
Only the nature of the relationships between ckgassociations, compositions, etc.)
was not used. The approach described in 4.1 prthadhis was not necessary, and
we felt the complexity added in taking them inte@ant was not worth it.

The domain of a property (the class described byatiribute or relationship) is
always known, by construction of the UML. Cardihaliestrictions are specified in
UML the same way as in OWL, even if zero-minimund anmaximum cardinality
restrictions need not be specified in OWL. The ean§ a relationship (the class it
points to) is found by a one-to-one mapping, bet linge of an attribute cannot al-
ways be kept as is. If the original attribute raeganot be mapped to a known class
or type (binary to xs:boolean for instance), wasfarmed it to a xs:string.

Among the UML attributes are also three types ahgents (Definition, Explana-
tory text, and Synonyms), which we transformed tdaesponding RDF properties.

From XML to RDF for properties: difficulty to find a name

The name part of UML attributes and relationshgpmuch harder to transform in-
to RDF, since in UML the name is a tag, whereaROr it must uniquely identify the
property. The conversion between UML and RDF is sioaightforward, because
UML attributes are parts of one class and UML fetaghips exist only to connect
classes, whereas RDF properties are first-levedatbjby themselves. That is why we
had to build a clear algorithm to construct unigaenes for properties.

% http://www.sparxsystems.com/enterprise_archite@r ugiide/9.2/domain_based_models/md
g_technology_for_odm.html
4 https://github.com/FranckCo/GSIM-SPAP/blob/mastansformations/read-xmi.xsl
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A simple choice would have been to create one ptp@ each attribute and each
relationship, as in the previous approach, butrhises a problem by creating redun-
dant properties. A good example is the “name”late that many UML classes have:
all of them link the property to a character striagd most of them have the same
cardinality restriction (at most one name is pds3ilCreating only one property for
those cases is more desirable, because someon@gvemknow the label of a class
would only have to query its “name”, but there isisk of merging relationships or
attributes where it is not appropriate. Those aatisl produce weird property do-
mains or ranges that are easily spotted in theltiegwntology. They can thus be
reported back to the GSIM designers in order téixael directly in the UML model.

Detailed processto obtain RDF properties

In this section, we describe the algorithm usedigéside whether two or more
attributes or relationships of the same name cagrbeped into one RDF property.
Apart from the name, the decision criteria are eamtpmain, range cardinality restric-
tions, and domain cardinality restrictions.

When several attributes have to be merged intopoaperty, different non-empty
comments are merged by concatenating the domaheddttribute and the comment.

To merge properties together, the following decisiee is used:

Is original attribute/link name unique?
« [Yes] one property
« [No] is the original name with source name andidatibn name unique?
« [Yes] one property
¢ [No] is the combination original name / range nami&ue?
e [Yes] one property
e [NQ] is the cardinality restriction on range uniue
« [Yes] one property with a union of domains
« [No] since in the original file, the triple propgntange domain is unique, we build
for each triple a property name including the nanfgeoperty range domain.

The implementation in XSLT is too long to be inchadhere but the interested reader
can find the complete transformation on GitHub [9].

5 Conclusions

In this paper, we presented a preliminary efforrépresent the Generic Statistical
Information Model as an RDF ontology. This ontolaggulted from a two-pronged
approach: (i) a human-based approach that codeontiodogy manually and that was
basically used as a benchmark to evaluate (iijudonaated approach that transformed
the XML format (XMI) exported from the existing UMinodel into an OWL ontolo-
gy. While the automation of the ontology creatiorthe second approach allows sig-
nificant efficiency gains, its reusability in othewntexts is still to be assessed.

The resulting ontology also illustrated how the UMeérsion of GSIM contains
some incoherencies or incompatibilities with theesudefined by OWL. The type of
some attributes and relationship names were twh sMamples. Additionally, some
modeling choices had to be made, and they we wilsltbmitted to the GSIM man-
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agement team for discussion and potential updagweitheless, we are convinced
that OWL enhances the semantic coherence of theslinaodi should continue to be
used for representing the next GSIM versions atagdhe other statistical models.

The work ahead must be put in the perspective @firiternational collaborations
going on. The Common Statistical Production Ardtiitee (CSPA) is an effort to
standardize production processes across all #tatistffices, and work is currently
carried on to produce an OWL ontology for CSPAwadl as for the GSBPM as al-
ready mentioned. In CSPA, production systems aile uqu from small modules that
can be shared. Hence, the GSBPM will guide the Idpweent of which modules
must be built, and GSIM will guide which metadata &puts and outputs to each
process.

The current SDMX and DDI specifications are indeetential implementations of
GSIM. The next model-driven DDI version will not aiige the status of the DDI
standard: it will remain an implementation modehefe is no mapping between
GSIM and DDI currently, but building in parallel @WL ontology for GSIM and a
DDI information model expressed also in OWL shdialcilitate the mapping between
both without worrying about the practical limitat® of the automatic transformation
from XML to RDF as described in this paper. Fortamge the next version of DDI,
which aims to achieve a more complete coverage SiMGcould directly reference
the GSIM OWL classes and properties since theygpeessed in a RDF syntax.

The same approach could be applied to SDMX. The Rt Cube vocabulary
covers only a very partial part of the SDMX infortioa model. However, a next
version of the Data Cube could possibly map somigsaflasses/properties to GSIM
ones, and potentially to DDI by transitivity.

As these standards are formalized as linked metastatboth conceptual and im-
plementation sides, it will be possible to move aod¢ more integration and a more
formalized semantics of statistical production witand across statistical offices.
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