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Abstract. Software development processes are collaborative in nature. Neglect-
ing the key role of end-users leads to software that does not satisfy their needs.
This collaboration becomes specially important when creating Domain-Specific
Modeling Languages (DSMLs), which are (modeling) languages specifically de-
signed to carry out the tasks of a particular domain. While end-users are the ex-
perts of the domain for which a DSML is developed, their contribution to the
actual DSML design is, in most cases, still rather limited. This results in DSMLs
that are difficult to use or that, in general, do not respond to the user needs. We
argue that observing how a language is actually used in practice and deriving real
usage patterns from that is the best approach to improve the language design to
make it closer to what users would really like to have.

1 Introduction

Domain-Specific Modeling Languages (DSMLs) are a special kind of languages tai-
lored to solve a particular problem in a domain. As they target a concrete domain, the
development of DSMLs requires a tight collaboration between language developers and
end-users, who are arguably the domain experts. While language developers provide the
technical knowledge, end-users should help in setting the language concepts and shap-
ing the notation most suitable for the domain.

Indeed, to be useful, the concepts and notation of a language should be as close
as possible to the domain concepts and representation used by the end-users in their
daily practice [1]. Therefore, involving end-users enriches the process and increases the
chances that they will be pleased by the end result [2–4]. Unfortunately, this is an ideal
scenario. In reality, it is rather common that developers work in isolation and end-users
validate prototypes of the language as it evolves [5, 6].

In the last years, several approaches have proposed to make the language develop-
ment process more participatory by facilitating the involvement of some end-users, ei-
ther by means of example-driven approaches [7, 6] or via direct interaction/collaboration
[8, 9]. This is a necessary but not sufficient condition to bridge the gap between users’
needs and language experts when it comes to language design.

2 Pattern-based language definition process

Involvement of end-users early on helps to drive the design of the language but it stills
has two major limitations: 1 - The set of users involved is typically small and therefore



Fig. 1. Language development process. AS = Abstract Syntax. CS = Concrete Syntax.

not representative of all kinds of user profiles that will be using the language, 2 - Their
feedback is based on their beliefs and opinions, which may change when they try to put
the language to work later on.

Therefore, we propose to extend a language development process with a third phase,
devoted to the analysis of the actual usage of the language (i.e. its usage patterns) once
it is deployed. This process is shown in Figure 1

Phase 1 consists in developers preparing alone a preliminary version of the lan-
guage. In phase 2, this version is improved thanks to the collaboration with a selected
set of end-users. Once deployed, phase 3 targets the collection and analysis of language
data from which a set of bottom-up patterns are inferred.

Bottom-up (or usage) patterns are generalizations of real solutions for a problem.
In our context, they tell us how users adapt (or twist) the language to be able to express
what they need. Therefore, by extracting and analyzing these patterns we can learn
what are the real-life situations our language is not a well fit for and how we could
evolve it to make sure it covers that scenario in a more natural way. This is a continuous
improvement process since new problems may be uncovered at anytime (maybe even
as a result of the introduction of previous solutions) or users’ needs just change in the
future. Figure 2 depicts this pattern-based language definition process.

The pattern identification/uncovering task can be addressed by means of corpus-
based language analysis techniques [10] where repositories of language instances (i.e.
repositories of models created by users employing that language) are evaluated via tech-
niques like instance analysis, to determine frequency of individual elements, relation-
ship analysis, to identify common co-occurrences of metamodel elements, and clone
analysis, which seeks to identify duplicate usage of a collection of elements in the lan-
guage.

This characterization of a language gives hints on possible improvements:

– Uncommon elements can be removed from the language to simplify it in a safe way
– Clusters of elements hardly ever co-occurring in the same model suggest the exis-

tence of sublanguages



Fig. 2. Iterative language improvement.

– Complex language structures appearing often in the corpus could be replaced with
new primitives expressing with a single new element the semantics of the whole
structure

These modifications can then be implemented to generate a new version of the lan-
guage to start the next iteration. Keeping a trace of all these language changes (and
discussions since the team of language engineers may go back and forth on some of
those changes before making up their mind) is important to be able to justify the lan-
guage evolution at any point in the future. The Collaboro infrastructure can be used for
this [8].

3 Conclusion

We have proposed a pattern-based language definition process for DSMLs that takes
into account the real experiences with the language in order to improve its design. Based
on the analysis of a language corpus, usage patterns can be identified and taken as the
basis to suggest possible improvements.

So far, these are just hints for the language designer but it would be interesting to
see how accurate they are when applied on a representative set of existing DSLs. Quite
possibly, we could at least (semi)automate the process by automatically refactoring the
language based on these usage patterns. This is left for further work.
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