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We consider the case of high dimensional linear models (p� n) with strong
empirical correlation among variables. The Lasso is a widely used regularized
regression method for variable selection, but it tends to select a single variable
from a group of strongly correlated variables even if many or all of these variables
are important. In many situations, it is desirable to identify all the relevant
correlated variables, examples include micro-array analysis and genome-wide
association studies. We propose to use Dual Polytope Projections (DPP) rule,
for selecting the relevant correlated variables which are not selected by the Lasso.

We consider the usual linear model setup, that is given as Y = Xβ + ε. Let
λ ≥ 0 be a regularization parameter. Then the Lasso estimator(see [1]) is defined

as: β̂(λ) = min
β∈Rp

{
1

2
‖Y−Xβ‖|22 + λ‖β‖1

}
. Let λmax = max

1≤j≤p
|XT

j Y|, then for

all λ ∈ [λmax,∞), we have β̂(λ) = 0. It has been shown that the screening
methods based on DPP rule are highly effective in reducing the dimensionality
by discarding the irrelevant variables (see [2]). Suppose we want to compute
Lasso solution for a λ ∈ (0, λmax), the (global strong) DPP rule discards the jth

variable whenever |XT
j Y| < 2λ− λmax (variables having smaller inner products

with the response).
Exploiting the above property, we propose a two-stage procedure for variable

selection. At the first stage, we perform Lasso using cross-validation and we
choose the regularization parameter λLasso, that optimizes the prediction. At
the second stage, we select all the variables for which |XT

j Y| ≥ 2λLasso − λmax.
Though, the Lasso solution at λLasso does not include all the relevant correlated
variables, but these correlated variables have the similar magnitude for their
inner products with the response. Hence, all the relevant correlated predictors
also get selected at the second stage.
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