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Abstract. Self-learning support systems are already being successfully used to
support sophisticated processes. For the widespread industrial use, there are still
challenges in terms of accessibility with respect to the process and the scalability
in the context of large amounts of data.
This paper provides an example-driven view on the Bishop project for Big Data
driven self-learning support for high-performance ontology population. We out-
line workflows, components and use cases in the context of the project and discuss
methodological as well as implementation issues.

1 Introduction

Linked Enterprise Data requires the effective and efficient learning of ontologies. Typ-
ically, only large data sources provide the means for obtaining results with sufficient
quality. Therefore, methods that work at large-scale are necessary, e. g., using high per-
formance methods, resulting in increasing efforts concerning Big Data processing and
management. In addition, typically specialized infrastructure needs to be set-up and
configured, which is usually complicated and costly. Therefore, both accessibility and
scalability of the applied methods and techniques need to be increased.

This paper presents the Bishop project that addresses these issues in order to provide
a systematic approach towards large-scale self-learning support systems. We present an
example-driven approach on the project and discuss specific workflows, components
and use cases supported by appropriate tools. Hence, the remainder of the paper is struc-
tured as follows: We first provide provide an overview on the Bishop project, putting it
into the context of related work, and discuss exemplary workflows and components in
Section 2, before we present a set of of use cases that are elaborated in a requirements
engineering step in order to identify first measures and process forces. Overall, These
use cases are used as a reference for the different architectural variants, e. g., in the con-
text of natural language processing methods for self-learning from texts. Furthermore,
we discuss suitable tool support in that context. Finally, we conclude with a summary
and outlook on further steps in Section 3.



2 BISHOP by Example: Workflow and Components

BISHOP is part of the APOSTLE project, which is the acronym for “Accessible Perfor-
mant Ontology Supported Text Learning“. While learning ontologies from text is not a
novel approach and is e. g., used to learn the concept hierarchy out of web data [10], the
Bishop project tackles the efficient and effective self-learning of ontologies for large
data. The TELESUP Project [9], for example also deals with the automatic ontology
population by using textual data, however, it does not consider Big Data.

In a first step, a conceptual framework is derived from the requirements that captures
the decisions for integrating self learning methods into high performance environments.
For that, different Big Data frameworks like Map/Reduce (Hadoop), Spark and Flink
need to be investigated, in order to estimate the performance in the scope of the targeted
data. Then a test scenario for the comparison of the results will be defined. After the set-
up of the big data infrastructure, it will be evaluated with different persistence strategies.
In parallel, it is necessary to find an easy way for the set-up of the big data environment
and the deploying of existing Java applications. An additional parallel task is to find and
efficient way for storing and querying huge amounts of semantic structures. Here, also
intelligent mechanisms for persistence, distribution and parallelization will be devised.

By optimizing the accessibility and scalability, significant efficiency improvements
in technical services for the creation of self-learning systems, such as expert systems
and knowledge-based support systems are enabled.

2.1 Exemplary Workflows

The project consists of different parts which lead to different workflows. These work-
flows are processed in parallel and are described in the following subsections.

Calculating a Thesaurus The automatic generation of a thesaurus requires the steps,
described in Figure 1.
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Fig. 1: Workflow: Calculating a Thesaurus

The data format in industry is often PDF. So in the first step the PDF files need to
be converted to a more structured format like JSON. This is an important step, which
is also necessary for other areas of the processing and is detailed in section 2.3. The
JSON files serve as input for the application which calculates the thesaurus. A possible
application for this task could be “JoBimText” [15]. A further description is given in
section 2.3. Finally, as last step, the thesaurus can be used for ontology learning.



Easy Deployment The set up of an infrastructure to fulfill necessary tasks can be
very difficult and time consuming. Furthermore it should be noted that each user has
a different work equipment. Therefore, an easy deployment of such an infrastructure
is needed to start the data processing quickly and platform independent keeping the
frustration level low by avoiding installing, configuring and setting up activities.

A modern technology facing these restrictions could be a container based ap-
proach of deployment. One possible solution considering these limitations could be
the open-source project Docker that provides suitable features by deploying applica-
tions inside software containers. The so called docker images are providing the appli-
cations which are running in the docker containers and accelerating the distribution and
deploying efforts. By deploying a ready to start configuration with a preset environment
and set of applications the expectation is a more user friendly set up process that allows
a quick start.

In addition to the prepared configurations and on the basis of the above a further
important step is to design a set of conventions to reduce the complexity of mandatory
configurations. One possible solution could be the design of an appropriate configura-
tion and set up wizard that guides the user through the complex processes. This kind of
support could be a helpful extension because it has been in use for decades (e. g. classic
installer wizards) and has proven its worth.

A second point of the easy deployment is how to get an existing Java applica-
tion running on the big data environment, see Figure 2. Here appropriate conversion
methodologies need to be developed.
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Fig. 2: Workflow: deploying a single computer application on a cluster

Storing and Querying Semantic Structures According to the current state of the art,
the management of huge amounts of semantic data (ontologies) is still inefficient. For
larger amounts of data the current solution is to merely use larger amounts of main
memory. However, if the limit of the currently used memory exceeds the volume of
the semantic data, there is at the moment no effective solution. Therefore, an problem-
solving approach, which can handle the requirements of huge ontologies is necessary.
An approach is intended, which retains the advantages of current solutions as well as
possible and fixes the weaknesses in dealing with large amounts of data. For this, inno-
vative methods needs to be developed and integrated into the overall approach.



2.2 Components

In Figure 3 the components of the whole project are illustrated. Via Business Services
all components of the system are loosely connected. This also includes the Self-learning
Methods which are evaluated under the aspects of parallelizability and scalability. These
methods can either be in the field of text learning [6], for example NLP, and in the field
of learning with structured data. After the evaluation follows a review and then based
on the results an adaptation.

Various forms of parallelization are implemented and evaluated. The component
Persistence allows the permanent storage of the documents. The aim is to develop a li-
brary which offers different options how to store the documents. It detects depending on
the required scaling and the used system which persistence method is to be used. In the
the first step the documents are stored on the local file system. After that the implemen-
tation of additional storage capabilities, such as the Hadoop Distributed File System
(HDFS) or MapR-DB, is done. These can be automatically selected when storing large
amounts of data.

Therefore the scalability of the infrastructure has to be evaluated. The results of
the evaluation allow the construction (or potentially refinement) of rules for decision-
making for the storage strategy used. Parameters such as size and type the data are also
considered. The last component is the Ontology Proxy which enables the storing and
accessing of the semantic representation of the documents. Therefore various existing
solutions are evaluated and adjusted substantially or completely redeveloped. Further-
more, it is examined whether techniques from the database environment can be applied
and whether these yield performance improvements.
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Fig. 3: Components



2.3 Use Cases

This section outlines two use cases in the context of the Bishop project concerning
basic techniques for learning from texts, i. e., structure recognition and calculating a
Thesaurus. After that, we discuss options for tool support in that scope, considering
potential Big Data processing and management methods in the context of processing
unstructured, i. e., textual information.

Use Case 1: Support Structure Recognition in PDF Files A common problem in
the enterprise environment is, that important data is only available as PDF-Files. It is
easy to get content of the PDF-Files as plain text, but that is usually not that helpful,
because the structure of the documents gets lost. Without the structure, there is no way
to find out if a specific phrase in the document was a heading, a headline, a footnote or
even a caption. In the most cases this information is extremely important for the further
processing. The recognition of the structure of a PDF-File is a difficult task which is
very time consuming and only a few applications are good at it. In combination with
a huge amount of PDF-Files, like it occurs for example in the field of the technical
documentation, there is a long time waiting for results.

In order to decrease the overall processing time time, it is useful to distribute the
application for example on a High Performance Cluster. There are at least two ways for
the distribution. The first way is to process every PDF-File on a different node in the
cluster. This is expected to be a good solution if there are a lot of files, which are not
that big. If there are only a few, but huge PDF-Files it can be helpful to split the files
into many parts and distribute the parts of the files. This would be the second way. It
has to be evaluated, if the two ways perform as expected, to know which way fits to
the correlated case. The optimal behaviour of the resulting application would be, that it
picks the right way of distribution, depending on the dataset.

Use Case 2: Calculating a Thesaurus A domain-specific thesaurus can have huge
advantages on the task of ontology learning. Especially on the lower layers of the on-
tology learning layer cake [7], like terms and synonyms layer, it can be useful and
improve the results drastically. The problem is, that for the most domains, there is no
suitable domain-specific thesaurus available. Furthermore, building up a thesaurus is a
time consuming task which needs the involvement and knowledge of experts. However,
the time of the experts is typically rare and expensive. These two facts make the manual
construction of an domain- specific thesaurus difficult. An automation of this task is
also difficult and needs a lot of domain specific documents.

There are approaches like “JoBimText” [15] which can calculate a thesaurus out of
huge corpora, but do not take advantage of the structure of the documents. This could
have an enormous impact on the quality of the results. The calculation of the thesaurus
should also be distributed, because of the huge amount of documents, which need to be
processed. Otherwise it would take to much time for the industrial usage.



2.4 Tool Support

According to the four V criteria [11] (i. e., velocity, volume, variety, and veracity), big
data requires efficient methods to handle the rapidly incoming data with appropriate
response time (velocity), the large number of data points (volume), many different het-
erogeneously structured data sources (variety), and data sources with different quality
and provenance standards (veracity). In the context of unstructured and semi-structured
data, several challenges have to be addressed, such as information extraction [1] for tex-
tual data, as well as integration techniques for the comprehensive set of data sources. For
semi-structured data, e. g., rule-based methods [3] or case-based reasoning systems [5]
can often be successfully applied. According modeling and indexing techniques can be
implemented, e. g., using the Map/Reduce framework [8], see below.

Before starting with a data processing framework, different questions and require-
ments need to be clarified, e. g., according to the types, structure and accuracy of data
that is to be implemented, cf. [12]. We focus on according tools for Big Data processing,
analytics, and management in the following.

Lambda Architecture According to Marz and Warren [14], system properties of a
Big data system typically exhibit the following system properties: They should pro-
vide a general data framework that is extensible, enables ad-hoc queries with minimal
maintenance, and debugging capabilities. For data storage, this implies mechanisms
for handling the complexity of data, e. g., for preventing corruption issues and mainte-
nance issues. Further, robustness and fault-tolerance should be enforced, as well as low
latency reads and updates. This also points to scalability issues concerning horizon-
tal and vertical scalability, and the option of obtaining intermediate results and views,
according to some concept of reproducibility.

The lambda architecture incorporates these system principles and especially tackles
the concept of reproducibility of results and views for dynamic processing. Essentially,
it allows to compute arbitrary functions on arbitrary datasets in real-time [14]. The
lambda architecture is structured into several layers briefly, summarized as follows:

– Batch layer: continuously (re-)computes batch views using immutable data records.
– Serving layer: indexes query view, performs updates, and provides access to the

dataset. Only batch updates and random reads are supported, no (distributed) writes.
– Speed layer: high-latency updates; fix batch layer lag; needs fast algorithms for

incremental updates.
– Complexity isolation: random writes only need to be supported in speed layer. Re-

sults are then merged with the precomputed data from the batch layer.

Map/Reduce Map/Reduce[8] is a paradigm for scalable distributed processing of big
data, that can be utilized for implementing, e. g., the batch layer. Its core ideas are based
on the functional programming primitives map and reduce. Whereas map iterates on a
certain input sequence of key-value pairs, the reduce function collects and processes all
values for a certain key. The Map/Reduce paradigm is applicable for a computational
task, if it can be divided into independent subtasks, such that there is no required com-
munication between these. Then, large tasks can be split up into subtasks according to
a typical divide-and-conquer strategy, e. g., for local exceptionality detection [4].



Map/Reduce is a powerful paradigm for processing big data – with a prominent im-
plementation given by the Hadoop framework3 supported by the HDFS filesystem, and
big data databases such as Hive4 and HBase5. Map/Reduce tasks can also be utilized
for batch processing in the Lambda architecture discussed above, such that continuous
views are (re-)computed by the respective Map/Reduce jobs. These batch tasks can then
be complemented by tools for distributed realtime computation like the Storm frame-
work6, or the Flink7 platform. This allows a comprehensive data processing pipeline
for big data in the Lambda architecture, combining realtime together with Map/Reduce
techniques. Alternatives to Map/Reduce, especially considering in-memory computa-
tion with large datasets include, for example, the Spark8 [17] and Flink platforms.
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Fig. 4: Big Data Management Architecture
based on MapR-DB.

Big Data Management NoSQL
Databases (Not Only SQL) offer
high performance and high availabil-
ity [16], if no ACID (Atomic, Con-
sistent, Isolated, Durable) transactions
are needed. These databases perfectly
fit in our Big Data environment. In
our case, we use JSON files, which
should be stored in the database. A lot
of document based NoSQL databases
use this format to store the data on
the filesystem. So it is quite simple
to use a document based database like
MongoDB9, Apache CouchDB10 or
MapR-DB11. MongoDB and Apache
CouchDB have own solutions for the
distribution of the database. MapR-
DB is a In-Hadoop NoSQL database that supports JSON document models and wide
column data models and can be run in the same cluster as Apache Hadoop and Apache
Spark. This has the benefit of an easy integration in the big data environment, which will
contain Hadoop and/or Spark. The architecture is shown in Figure 4. The Databases and
the File Systems are connected to the Interface Layer, which enables the access of the
Frontend and the Big Data Framework.

3 http://hadoop.apache.org/
4 http://hive.apache.org/
5 http://hbase.apache.org/
6 http://storm.apache.org/
7 http://flink.apache.org/
8 http://spark.apache.org/
9 https://www.mongodb.com/

10 http://couchdb.apache.org/
11 https://www.mapr.com/products/mapr-db-in-hadoop-nosql



3 Conclusions

This paper presented the Bishop project that investigates methods for Big Data driven
large-scale self-learning support for high-performance ontology population. In an example-
driven approach we discussed workflows, components, use cases, and tools.

For future work, we will investigate the proposed Big Data frameworks and develop
corresponding data processing and analytics methods, also aiming at a methodology for
easy cluster set up. Other interesting future directions are given by efficient (distributed)
information extraction, e. g., [13] and refinement methods, e. g., [2], for advancing high-
performance approaches for ontology population using self-learning support systems.
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