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Abstract. Linked data is one of the most important methods for im-
proving the applicability of data, however most data is not in linked data
formats and raising it to linked data is still a significant challenge. We
present Yuzu, an application that makes it easy to host legacy data in
JSON, XML or CSV as linked data, while providing a clean interface
with advanced features. The ease-of-use of this framework is shown by
its adoption for a number of existing datasets including WordNet.
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1 Introduction

Linked data [1] has been identified as one of the major ways to present data
for knowledge discovery and has been shown to improve the quality and the
usefulness of datasets [12]. However, a major challenge remains the conversion
of datasets into linked data [5, 10]. This is frequently caused by the fact that
data is in legacy formats such as CSV, XML or JSON and the conversion from
these formats into RDF often represents much of the effort of a project. In recent
years, a number of efforts have been made to make RDF and linked data work
with these formats in particular, CSV on the Web [15] and JSON-LD [13], and
these formats should lower the barrier to entry to users of linked data.

In this paper, we present the Yuzu platform1, a frontend for linked data, like
Pubby [4] or LodLive [3]. This platform can, in contrast to existing systems, aims
to be free from strict restrictions about the format of the data, instead assuming
that the data can be understood even in legacy formats with a small amount
of metadata. This system also removes the need to run a separate SPARQL
database and instead allows simple SPARQL access to data with some limita-
tions ‘out-of-the-box’. In addition, this platform implements many features that
are required to make data easy-to-work with including content negotiation and
automatic backups based on hashes [7].

2 Handling data in legacy formats

Data can be structured in three main ways: firstly tabular data which is serialized
by means of table format where data is separated typically by a tab or comma.

1 Yuzu is available at https://github.com/jmccrae/yuzu



Secondly, hierarchical data is structured in a flat tree and XML and JSON are
the two most popular serialization methods. Finally, graph structured data has
the most freedom in its representation, and RDF is the most commonly found
form of this data, but databases based on this model can have a significant
performance gap, which is called the “RDF tax” [2]. The Yuzu model is to keep
documents in the format that is created but enable querying over them as if
they were graph-based linked data. All conversions are provided using existing
standards such wherever possible. and as such the input to Yuzu is the dataset
as a single ZIP file containing all the data files in a some mix of XML, CSV and
JSON.

2.1 JSON-LD and XML

JSON documents in Yuzu can be understood by means of a context document
and it is required that each data either is a JSON-LD document with a @context

element or that in the containing folder there is a context.json, which is used
for indexing and is returned with the Link header [13, §6.8]. XML is mapped
also using the JSON-LD context file and we assume a simple generic mapping
method, whereby attributes and subtags (if there is no text context) are treated
as name/value pairs in an object. If this is not possible the @value special
property is used. Alternatively, a mapping may be provided using the LIXR
mapping language [9].

2.2 CSV

CSV conversion is based on the CSV on the Web standard’s recipe for creating
RDF data [14], which we implement as part of the Yuzu model. Generation of
RDF data from this CSV is provided in standard mode such that extra data
for querying is available to the user. Each CSV file is described by means of an
extra metadata file in the form of the Tabular Data Metadata Vocabulary [11],
which is in fact another JSON-LD file. In the case where no mapping is found
a default empty tabular metadata file is created and used to map the CSV into
RDF. In the interface, data that was originally in CSV is presented to the user
in a tabular form, however the RDF data can be obtained by means of content
negotiation.

3 Cheap, robust SPARQL querying

SPARQL provides a powerful and effective method for querying data on the
Web, however it provides significant challenges for hosts wishing to provide fast
access with limited resources. SPARQL is a very free query language and it is
easy to devise queries that are very hard to answer, and even worse this can
easily be caused by typos2.

2 e.g., a typo in a variable name will not be detected in SPARQL and will turn a query
that could be answered with an inner join to a query that can only be answered with
the more expensive cross join



We employ a pre-processor that attempts to find a fixed subset of documents
that have a given property and then creating a mini-dataset to evaluate the
query on. This means certain queries, for example those which rely on FILTER

constraints to do most of the document selection, will not be possible to execute,
but more typical queries, such as documents with a list of properties can be more
readily executed. We believe that this provides a good perfomance balance and
will continue to evaluate this balance in our deployed instances. Of course, a
full SPARQL endpoint can be used along with our this method to support all
SPARQL queries.

4 Hashing, permalinks and backups

A major issue that faces data users is that data frequently becomes unavailable
or has changed in a manner that makes it difficult to reuse. In order to combat
this, Yuzu takes a hash of the overall dataset and a hash of each individual
file in the dataset. The hash of each individual file can be used to look up any
individual resource.

Secondly, each Yuzu instance may allocate a certain amount of space to back
up parts of other resources. This back-up procedure is implemented by a method
based on the Kademlia [6] protocol. Each Yuzu instance generates at start-up a
unique identifier and checks the identifier of each of its peers (from a fixed list of
peers). Then the files in the dataset are posted to each of the peers and the peers
store those files that are closest in the XOR distance between the file’s hash and
the instance’s hash, up to the limit of files that are there for back-up. Then when
resolving a ‘permalink’, if the hash does not correspond to any of the file in this
resources dataset the system redirects to another host, whose instance hash is
closer to the requested hash.

5 Conclusions and current deployments

The ease-of-use of the Yuzu system has been deployed to host a number of
datasets: originally it was developed for the WordNet dataset3, and this is still
a supported theme of the system. Since then, Yuzu has been applied to large
datasets, such as Linghub [8], and has been used to host a large number of
smaller datasets. The robust theming and stability of the interface has allowed
datasets to be hosted even on very low-resourced virtual machines, even while
allowing querying using SPARQL.
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