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Abstract. Ontology learning has been an important research area in
the Semantic Web field in the last 20 years. Ontology learning systems
generate domain models from data (typically text) using a combination
of sophisticated methods. In this poster, we study the use of Google’s
word2vec to emulate a simple ontology learning system, and compare
the results to an existing “traditional” ontology learning system.
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1 Introduction

Ontologies are the vocabulary used on the Semantic Web. Manual ontology con-
struction is an expensive effort, therefore a number of systems to automatically
extract ontologies from data (often natural language text) have been proposed.
Those systems bootstrap the ontology construction process by providing ontol-
ogy engineers with learned ontologies. Ontology learning (OL) system are usually
big and complex frameworks that use different data sources and techniques to
extract terms, synonyms, concepts, taxonomies, etc. from data.

Mikolov et al. [3] present a system called word2vec, which, despite its sim-
plicity, has been shown to be very effective to provide similar terms, but also to
extract certain syntactic and semantic relations simply using vector operations
such as addition and subtraction of vectors.

The complexity of traditional OL systems makes them hard to use, main-
tain and extend. Replacing or improving some complex parts of traditional OL
systems would therefore benefit the community. This leads us to the following re-
search questions: How well is the state-of-the-art tool word2vec suited to execute
OL tasks such as term and taxonomy extraction from text? Which differences
regarding results are to expected?

2 Related Work

Ontology learning (OL) has been an active research field since around year 2000,
many state-of-the-art systems like OntoLearn Reloaded [4] use a plethora of
methods on domain text to extract terms, concepts, taxonomic relations and
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finally construct a taxonomy. Text20nto [1] uses many algorithms from the NLP
and Information Retrieval fields to generate ontology models. Manzano-Macho
et al. [2] emphasize the benefits of using heterogeneous sources of evidence in OL,
in order to leverage redundant information in various sources. Most OL systems
are geared to generate lightweight ontologies, it is unclear if fully automated
learning of heavyweight ontologies is feasible at all [6].

Word2vec [3] computes continuous vector representations for large text data
sets. Word2vec outperforms the state-of-the-art in word similarity tasks, and
provides high performance for measuring syntactic and semantic similarities.

In this publication we present our initial results from integrating word2vec
into traditional OL.

3 Methods

In this section we briefly introduce the two methods that will be compared, the
OL framework developed at WU Vienna, and the word2vec implementation.

Our Ontology Learning system: Due to limitations in space, we can only
give a brief overview of the workflow of our OL system, more details are found
eg. in Wohlgenannt [5]. The input to our OL system are heterogeneous evidence
sources: domain text, Wordnet, DBpedia, and APIs of some social media sites.
From those sources the system extracts evidence for important terms and rela-
tions between terms. The system learns domain ontologies from scratch using a
small amount (for example: two) seed concepts in that domain. The process is a
follows (simplified): (i) Extract new term and relation candidates from evidence
sources based on seed concepts with various methods: co-occurrence, Hearst
patterns, etc. (ii) Integrate all evidences into a big semantic network. (iii) Use
spreading activation (a neural network method) to find the 25 most important
concept candidates. (iv) Evaluate the 25 candidates with crowdsourcing or do-
main experts for domain relevance. (v) Position the selected new concepts in the
ontology, which gives an extended ontology. (vi) Use the extended ontology as
new seed ontology and go back to step i). We typically run this iterative ontology
extension cycle for 3 times and then halt.

word2vec: Word2vec is a two-layer neural net, which uses natural language
text as input. The output are continuous feature vectors of a given size (eg. 300
dimensions) for the input words (or phrases). Word2vec trains neural nets to
reconstruct the linguistic contexts of words, using two methods: continuous bag-
of-words (CBOW) or continuous skip-gram. With CBOW, the model predicts
the current word using a window of surrounding words. Word2vec is well suited
to provide high-quality similar terms for an input term, and also allows vector
operations. A well-know example of this is: king is to queen what man is to
X. And the vector operation king — queen + man should than provide woman
as best guess. With word2vec, we use exactly the same workflow as in our OL
system: Three iterations learning 25 terms each, and using the confirmed terms
as new seed terms in the next iteration.
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4 Evaluation

4.1 Evaluation Setup

We compare the results for three methods. First, word2vec — unigrams is a
word2vec model trained on single words in the corpus. word2vec — bigrams uses
single words and bigrams from the corpus, and finally, OL uses the results from
our OL system. With these three methods, we extract concept candidates from
four corpora each. The corpora mainly consist of news media coverage about the
climate change domain mirrored in a specific month. The basic setup is always
the same, we start from a seed ontology, and do three extension steps, where we
collect 25 concept candidates, and add the candidates which have been manually
judged as domain-relevant to the ontology.

4.2 Results

Table 1 presents the percentages of relevant concept candidates according to a
manual evaluation by domain experts. The experiments suggest that word2vec
is very well suited for the term and concept extraction step in OL.

lData from Period: [ word2vec — unigrams [ word2vec — bigrams [ OL ‘
May 2015 78.7% 81.3% 68.0%

June 2015 81.3% 75.0% 73.3%

July 2015 82.7% 77.3% 69.0%
August 2015 84.0% 85.3% 62.0%
Average 81.7% 79.8% 68.1%

Table 1. Percentage of domain-relevant new concept candidates collected with 3 meth-
ods for 4 underlying corpora.

We keep the process for word2vec as simple as possible. After word2vec model
generation with the standard word2vec scripts based on the plain-text corpus,
we apply the built-in word2vec similarity function to get terms related to the
seed terms. On the plus side, the word2vec implementation is extremely sim-
ple!, and provides a high-percentage of relevant concept candidates. On the
minus side, candidates suggested by word2vec are (as expected) sometimes even
too strongly related to the seed terms, for example: syntactic variations such
as plural forms or near-synonyms. In future work, we will address the issue of
too similar terms/concepts suggested by word2vec with i) detection and filter-
ing of syntactic variations and synonyms, ii) using vector operations to detect
interesting relations as well as new concept candidates. One interesting finding
was, that with our traditional OL system, the more concepts already exist in
the ontology, the lower the quality of generated new candidates — but with the
word2vec system is was the other way around.

! Source-code and data found at: https://aic.ai.wu.ac.at/~wohlg/iswc2016
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In addition to concept detection, we evaluated word2vec for taxonomy build-
ing. For this task, we first collected some predefined term pairs with taxonomic
relations in the sense of skos:broader such as tree / forest or methane / green-
house gas. We then applied those taxonomic term pairs with the word2vec anal-
ogy function, for example tree is to forest what coal is to X — and let word2vec
generate suggestions for X. If X was a concept existing in the ontology, we
manually evaluated the correctness of the taxonomic relation. For the ontologies
generated with method (i) word2vec — unigrams, the word2vec-based taxonomy
generation method suggested 64 taxonomic relations, of which 34 were evaluated
as correct (53.13%). In the word2vec — bigrams method we had 209 suggestions,
and 101 correct (48.33%). An accuracy of around 50% on taxonomic relation
suggestion is not very impressive, but we see lot of room for improving the sys-
tem by parameter settings and using bigger corpora in future work. A source of
error were eg. wrong directions in taxonomic relations suggested by word2vec.

5 Conclusions

In this poster we presented first results from emulating ontology learning (OL)
tasks by using word2vec. Results show that word2vec can be very useful in term
and concept extraction, for learning taxonomic relations more work needs to
be done. The contributions are as follows: (i) finding and implementing simple
substitutes of some complex parts of OL systems, and (ii) evaluating word2vec
for term/concept extraction and taxonomy generation. Future work will include
large scale evaluations in various domains and including tools for synonym de-
tection. Furthermore, we will improve the extraction of taxonomic relations by
parameter tuning, the use of bigger corpora, and more training relations. Fi-
nally, we also plan to see how well word2vec works for the OL task of detecting
non-taxonomic relations, and compare it to existing approaches.
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