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Resumen: Este art́ıculo describe un enfoque basado en conjuntos de clasificadores
que se ha desarrollado para participar en la Tarea 1 del taller TASS sobre análisis de
sentimientos de tuits en español a nivel global. Los conjuntos se construyen sobre
la combinación de sistemas con la correlación absoluta más baja entre śı. Estos
sistemas son capaces de tratar con formas léxicas no estándar en los tweets, con el fin
de mejorar la calidad del análisis de lenguaje natural. Para realizar la clasificación
de polaridad, el enfoque utiliza caracteŕısticas básicas que han probado su poder
discriminativo, aśı como caracteŕısticas de n-gramas de palabras y caracteres. Luego,
las salidas de clasificadores de Regresión loǵıstica, que pueden ser etiquetas de clase o
probabilidades para cada clase, se utilizan para construir conjuntos de clasificadores.
Los resultados experimentales muestran que la combinación menos correlacionada
de 25 sistemas, la cual elige la clase con la probabilidad promedio no poderada más
alta, es la configuración que mejor se adapta a la tarea, alcanzando una precisión
global de 62.0% en la evaluación de seis etiquetas, y de 70.5% en la evaluación de
cuatro etiquetas.
Palabras clave: Análisis de sentimientos, clasificación de polaridad, combinación
de clasificadores, normalización léxica, tuis en español, Twitter

Abstract: This paper describes an ensemble-based approach developed to partic-
ipate in TASS-2016 Task 1 on sentiment analysis of Spanish tweets at global level.
Ensembles are built on the combination of systems with the lowest absolute correla-
tion with each other. The systems are able to deal with non-standard lexical forms
in tweets, in order to improve the quality of natural language analysis. To support
the polarity classification, the approach uses basic features that have proved their
discriminative power, as well as word and character n-gram features. Then, outputs
from Logistic Regression classifiers, which may be either class labels or probabilities
for each class, are used to build ensembles. Experimental results show that the
less-correlated combination of 25 systems, which chooses the class with the highest
unweighted average probability, is the setting that best suits to the task, achieving
an overall accuracy of 62.0% in the six-labels evaluation, and of 70.5% in the four-
labels evaluation.
Keywords: Ensemble classifier, lexical normalization, polarity classification, senti-
ment analysis, Spanish tweets, Twitter

1 Introduction

What people say on social media about is-
sues of their everyday life, the society, and
the world in general, has turned into a rich
source of information to understand social
behavior. Twitter content, in particular,
has caught the attention of researchers who
have investigated its potential for conducting
studies on the human subjectivity at large
scale, which was not feasible using tradi-

tional methods. Around election time, sen-
timent analysis of political tweets has been
widely used to capture trends in public opin-
ion regarding important issues such as vot-
ing intention (Gayo-Avello, 2013). However,
analyzing this content also presents several
challenges, including the development of text
analysis approaches based on Natural Lan-
guage Processing techniques, which properly
adapt to the informal genre and the free writ-
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ing style of Twitter (Han and Baldwin, 2011;
Cerón-Guzmán and León-Guzmán, 2016).

TASS is a workshop aimed at fostering re-
search on sentiment analysis of Spanish Twit-
ter data, which provides a benchmark evalu-
ation to compare the latest advances in the
field (Garćıa-Cumbreras et al., 2016). One of
the proposed tasks is to determine the opin-
ion orientation expressed in tweets at global
level. Task 1 consists on assigning one of
six labels (P+, P, NEU, N, N+, NONE) to
a tweet in the six-labels evaluation; or one
of four labels (P, NEU, N, NONE) in the
four-labels evaluation. Here, P, N, and NEU,
stand for positive, negative, and neutral, re-
spectively; NONE, instead, means no senti-
ment. The “+” symbol is used as intensifier.

This paper presents an ensemble-based
approach to polarity classification of Span-
ish tweets, developed to participate in Task 1
proposed by the organizing committee of the
TASS workshop. The ensemble members are
(relatively) highly correct classifiers with the
lowest absolute correlation with each other.
The output from each classifier, which may
be either a class label or probabilities for each
class, is used to assign the polarity to a tweet
based on a majority rule or on the highest un-
weighted average probability. Moreover, clas-
sifiers are adapted to deal with non-standard
lexical forms in tweets, in order to improve
the quality of natural language analysis.

The remainder of this paper is organized
as follows. Section 2 describes the com-
mon architecture of the ensemble members
(i.e., classifiers). Next, the submitted exper-
iments, as well as the obtained results, are
discussed in Section 3. Finally, Section 4 con-
cludes the paper.

2 The System Architecture

The tweet text is passed through the pipeline
of each system in order to assign it a class la-
bel or a probability to be of a certain class.
The pipeline, which goes from text prepro-
cessing to machine learning classification, is
described below. Note that the system term
is preferred over the classifier term, because a
machine learning classifier receives a feature
vector and produces a class label or probabil-
ities for each class; instead, the system term
enables to conceive the whole process, from
preprocessing to machine learning classifica-
tion.

2.1 Preprocessing

The process of text cleaning and normaliza-
tion is performed in two phases: basic pre-
processing and advanced preprocessing.

2.1.1 Basic Preprocessing

The following simple rules are implemented
as regular expressions:

• Removing URLs and emails.

• HTML entities are mapped to textual
representations (e.g., “&lt;” → “<”).

• Specific Twitter terms such as mentions
(@user) and hashtags (#topic) are re-
placed by placeholders.

• Unknown characters are mapped to their
closest ASCII variant, using the Python
Unidecode module for the mapping.

• Consecutive repetitions of a same char-
acter are reduced to one occurrence.

• Emoticons are recognized and then clas-
sified into positive and negative, ac-
cording to the sentiment they convey
(e.g., “:)” → “EMO POS”, “:(” →
“EMO NEG”).

• Unification of punctuation marks (Vi-
lares, Alonso, and Gómez-Rodrıguez,
2014).

2.1.2 Advanced Preprocessing

Once the set of simple rules has been applied,
the tweet text is tokenized and morpho-
logically analyzed by FreeLing (Padró and
Stanilovsky, 2012). In this way, for each re-
sulting token, its lemma and Part-of-Speech
(POS) tag are assigned. Taking these data
as input, the following advanced preprocess-
ing is applied:

• Lexical normalization. Each token is
passed through a set of basic modules
of FreeLing (e.g., dictionary lookup, suf-
fixes check, detection of numbers and
dates, and named entity recognition)
for identifying standard word forms and
other valid constructions. If a token
is not recognized by any of the mod-
ules, it is marked as out-of-vocabulary
(OOV) word. Then, a confusion set
is formed by normalization candidates
which are identical or similar to the
graphemes or phonemes that make the
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OOV word. These candidates are el-
ements of the union of a dictionary
of Spanish standard word forms and a
gazetteer of proper nouns. The best nor-
malization candidate for the OOV word
is which best fits a statistical language
model. The language model was esti-
mated from the Spanish Wikipedia cor-
pus. Lastly, the selected candidate is
capitalized according to the capitaliza-
tion rules of the Spanish language. Ex-
tensive research on lexical normalization
of Spanish tweets can be read in (Cerón-
Guzmán and León-Guzmán, 2016).

• Negation handling. Inspired by the
approach proposed by Pang et al. (Pang,
Lee, and Vaithyanathan, 2002), this re-
search defined a negated context as a
segment of the tweet that starts with a
(Spanish) negation word and ends with
a punctuation mark (i.e., “!”, “,”, “:”,
“?”, “.”, “;”), but only the first n ε [0, 3]
or all tokens labeled with any or a spe-
cific POS tag (i.e., verb, adjective, ad-
verb, and common noun) are affected by
adding it the “ NEG” suffix. Note that
when n = 0, no token is affected.

2.2 Feature Extraction

In this stage, the normalized tweet text is
transformed into a feature vector that feeds
the machine learning classifier. The features
are grouped into basic features and n-gram
features.

2.2.1 Basic Features

Some of these features are computed before
the process of text cleaning and normaliza-
tion is performed.

• The number of words completely in up-
percase.

• The number of words with more than
two consecutive repetitions of a same
character.

• The number of consecutive repetitions of
exclamation marks, question marks, and
both punctuation marks (e.g., “!!”, “??”,
“?!”) and whether the text ends with an
exclamation or question mark.

• The number of occurrences of each class
of emoticons (i.e., positive and negative)
and whether the last token of the tweet
is an emoticon.

• The number of positive and negative
words, relative to the ElhPolar lexicon
(Saralegi and Vicente, 2013), the AFINN
lexicon (Nielsen, 2011), or an union of
both lexicons. In a negated context, the
label of a polarity word is inverted (i.e.,
positive words become negative words,
and vice versa). Additionally, a third
feature labels the tweet with the class
whose number of polarity words in the
text is the highest.

• The number of negated contexts.

• The number of occurrences of each Part-
of-Speech tag.

2.2.2 N-gram Features

The fixed-length set of basic features is al-
ways extracted from tweets. However, the
tweet text varies from another in terms of
length, number of tokens, and vocabulary
used. For that reason, a process that trans-
forms textual data into numerical feature vec-
tors of fixed length is required. This process,
known as vectorization, is performed by ap-
plying the tf-idf weighting scheme (Manning,
Raghavan, and Schütze, 2008). Thus, each
document (i.e., a tweet text) is represented
as a vector d = {t1, . . . , tn} ε RV , where V
is the size of the vocabulary that was built
by considering word n-grams with n ε [1, 4],
or character n-grams with n ε [3, 5] in the
collection (i.e., the training set). The vector
is, hence, formed by word n-grams, charac-
ter n-grams, or a concatenation of word and
character n-grams.

2.3 Machine Learning
Classification

At the last stage, the sentiment analysis sys-
tem classifies a given tweet as either P+, P,
NEU, N, N+, or NONE, or assigns probabil-
ities for each class. After receiving as input
the feature vector, a L2-regularized Logistic
Regression classifier assigns a class label to
the tweet or a probability to be of a certain
class. The classifier was trained on the train-
ing set, using the Scikit-learn (Pedregosa et
al., 2011) implementation of the Logistic Re-
gression algorithm.

3 Experiments

1,720 different sentiment analysis systems
were trained on the training set via 5-fold
cross validation, in order to find the best pa-
rameter settings, namely: negation handling,
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polarity lexicon, order of word and charac-
ter n-grams, and others parameters related
to the vectorization process (e.g., lowercas-
ing, frequency thresholds, etc.). The systems
were sorted by their mean cross-validation
score, and thus the top 50 ranked were fil-
tered to build the ensemble. The training
set is a collection of 7,219 tweets, each of
which is tagged with one of six labels (i.e.,
P+, P, NEU, N, N+, and NONE). Note that
the systems were trained for the six-labels
evaluation, and therefore the P+ and P la-
bels were merged into P, as well as the N+
and N labels were merged into N, to produce
an output in accordance with the four-labels
evaluation. Further description of the pro-
vided corpus, as well as of the training and
test sets, can be read in (Garćıa-Cumbreras
et al., 2016).

Next, the top 50 systems assigned a class
label to each tweet in a collection of 1,000,
which was drawn from the untagged test set
with a similar class distribution to the train-
ing set. In this stage, the objective was
to find the systems with the lowest abso-
lute correlation with each other; therefore,
the performance was not evaluated. Then,
the less-correlated combinations of 5, 10, and
25 systems, were used to build the ensem-
bles, whose outputs correspond to the sub-
mitted experiments. These experiments are
described below:

• run-1: the less-correlated combination
of 5 systems, which chooses the class la-
bel that represents the majority in the
predictions made by the ensemble mem-
bers.

• run-2: the less-correlated combination
of 10 systems, which chooses the class
with the highest unweighted average
probability.

• run-3: the less-correlated combination
of 25 systems, which chooses the class
with the highest unweighted average
probability.

Tables 1 and 2 show the performance eval-
uation on the test set (i.e., a collection of
60,798 tweets) for six and four labels, respec-
tively. Accuracy has been defined as the offi-
cial metric for ranking the systems. In sum-
mary, the main gain occurs among the “run-
1” and “run-2” experiments, with an incre-
ment of 0.5% in accuracy in the six-labels

Experiment Accuracy
Macro-

Precision

Macro-

Recall

Macro-

F1

run-1 0.614 0.471 0.531 0.499

run-2 0.619 0.476 0.535 0.504

run-3 0.620 0.477 0.532 0.503

Table 1: Performance on the test set in the
six-labels evaluation

Experiment Accuracy
Macro-

Precision

Macro-

Recall

Macro-

F1

run-1 0.702 0.564 0.565 0.564

run-2 0.704 0.567 0.568 0.567

run-3 0.705 0.568 0.567 0.568

Table 2: Performance on the test set in the
four-labels evaluation

Class Precision Recall F1-score

P 0.755 0.786 0.770

NEU 0.128 0.093 0.107

N 0.631 0.812 0.710

NONE 0.758 0.578 0.656

Table 3: Discriminative power for each class
in the four-labels evaluation

evaluation, and of 0.2% in the four-labels
evaluation; instead, a negligible gain occurs
among the “run-2” and“ run-3” experiments,
taking additionally into account the compu-
tational cost of running the latter.

As a final point, Table 3 shows how the
overall performance is affected by the low dis-
criminative power of the ensembles (in this
case, the one that correspond to “run-3”) for
the NEU class. With this in mind, it is pro-
posed as future work to deal with the low
representativeness of the NEU class in the
training data (i.e., 9.28% of tweets), in order
to properly characterize this kind of tweets.

4 Conclusion

This paper has described an ensemble-based
approach for sentiment analysis of Spanish
Twitter data at global level, developed in
order to participate in Task 1 proposed by
the organization of TASS workshop. Three
ensembles were built on the combination of
sentiment analysis systems with the lowest
absolute correlation with each other. The
systems were adapted to the informal genre
and the free writing style that characterize
Twitter, in order to improve the quality of
natural language analysis. In this way, the
predicted class label for a particular tweet
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was based on a majority rule or on the high-
est average probability. Experimental results
showed that the less-correlated combination
of 25 systems, which chose the class with the
highest unweighted average probability, was
the setting that best suited to the task. How-
ever, there is a great room for improvement
in the learning of a proper characterization
of neutral tweets.
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Nielsen, F. Å. 2011. A new anew: evalu-
ation of a word list for sentiment analy-
sis in microblogs. In Proceedings of the
ESWC2011 Workshop on ‘Making Sense
of Microposts’: Big things come in small
packages, pages 93–98.
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