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ABSTRACT
We describe the approach proposed by the RECOD team for
the estimation-based sub-task of Placing Task at MediaE-
val 2016. Our approach uses genetic programming (GP) to
combine ranked lists defined in terms of textual and visual
descriptors to automatically assign geographic locations to
images and videos.

1. INTRODUCTION
By having multimedia content annotated with geographic

information, we can provide richer services for users such
as placing information on maps and providing geographic
searches. Since 2011, the Placing Task [3] at MediaEval
has been challenging participants to assign the geographical
locations to images and videos automatically.

Here we present our approach for the estimation-based
subtask of the Placing Task 2016. It combines textual,
audio, and/or visual descriptors by applying rank aggre-
gation and ranked list density analysis to combine multi-
modal information encoded in ranked lists. We evaluated
new features and a genetic programming (GP) [5] approach
for multimodal geocoding. GP provides a good framework
for modeling optimization problems even when the variables
are functions. We applied combinations of rank aggrega-
tion methods defined by a GP framework. The idea is to
automatically select a set of suitable features and rank ag-
gregation functions that yield the best result according to
a given fitness function. Previous works [8, 16] have shown
that combining rank aggregated lists and rank aggregation
functions [15] yields very effective results.

2. PROPOSED APPROACH
Our approach estimates location based on rank aggrega-

tion of a multitude of ranked lists and their top-K density
analysis [8]. We extracted a large set of features from the
data, derived their ranked lists, and combined them using
rank aggregation methods which in turn are selected and
fused by the GP-based framework proposed in [15] (GP-
Agg).
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For evaluation purposes in the training phase (as in
2015 [6]) we split the whole training set into two parts: (i)
a validation set; and (ii) a sub-training set. The validation
set has 4,674 images and 903 videos, while the sub-training
set has 12,935 videos and 4,188,484 images.

2.1 Features
Textual . The title, description, and tags of photos/videos
were concatenated as a single field. The text was stemmed
and stopwords were removed. We used BM25, TF-IDF
(cosine), information-based similarity (IBSimilarity - IBS)
and language modelling similarity (LMDirichletSimilarity -
LMD), which are similarity measures implemented in the
Lucene package [9].
Audio/Visual . For visual place recognition of images, we
used the provided features: edgehistogram (EHD), scalable-
color (SCD), GIST (static feature), cedd, col, jhist, and
tamura. We also extracted BIC [12] and deep-learning based
features (GoogleNet) [13]. For video data, due to time and
infrastructure constraints for extracting features for new
videos in test set, we were only able to use features of his-
tograms of motion patterns (HMP) [1].

2.2 GP-based Rank aggregation & Geocoding
We used the full training set as geo-profiles and each test

item was compared to the whole training set for each feature
independently. For a given test item, a ranked list for each
feature was generated. Then, these ranked lists were aggre-
gated through the GP-Agg framework [15]. Given the im-
provements obtained in the last year by applying the ranked
list density analysis (RLDA) over the final combined ranked
list [6], we explored the idea of including this RLDA func-
tion into the GP-Agg framework: both in the fitness function
evaluation and in the tree structure of GP’s individuals (as
an unary and binary operator). In this way, the GP-Agg
framework was able to apply the RLDA density function in
previous steps of the combination, which improved the re-
sults. Including the RLDA density function in the set of
rank aggregation functions turns it in the unique function
that uses geo-localization in the combination, whereas the
other classic approaches only use similarity or rank position.

The GP-Agg method uses genetic programming to com-
bine a set of methods for rank aggregation in an agglom-
erative way, in order to improve the results of the isolated



methods [15]. We used this method to combine the tex-
tual and visual ranked lists generated for various descriptors.
This method was chosen because in [15] the authors showed
that GP-Agg produced better or equal results than the best
supervised technique in a wide range of rank aggregation
techniques (supervised and unsupervised). Moreover, it re-
quired a reasonable time for training (a couple of hours), and
it was relatively fast to apply the best individual (discovered
function) on the test set.

The GP-Agg method was trained using 400 queries from
the validation set (randomly chosen) and their ranked lists.
We stopped the evolution process at the 20th generation.
We used the fitness function, genetic operators, and rank
aggregation techniques that yielded the best results in [15].
The GP-Agg parameters are shown in Table 1.

For the training phase of GP-Agg, an element of a ranked
list was considered relevant if it is located no farther than
1 km from the ground truth location of the query element.
The best individuals discovered in the training phase were
applied to combine the ranked lists of test set. The pre-
dicted lat/long for an test-set element is obtained by picking
the lat/long of the first element of its respective combined
ranked list (which could be the single result of RLDA).

Table 1: GP-Agg parameters [15].
Parameter Value
Number of generations 20
Genetics operators Reproduction, Mutation, Crossover
Fitness functions FFP1, WAS*, MAP, NDCG
Rank Agg. methods CombMAX, CombMIN, CombSUM, CombMED,

CombANZ, CombMNZ, RLSim, BordaCount, RRF,
MRA, RLDA

* WAS (Weighted Average Score) as defined in [7].

Among the different fitness functions tested, the best re-
sults (more precise) were achieved with the WAS [7] and
FFP1 [4].

3. OUR SUBMISSIONS & RESULTS
Based on parameters of our best results in the evaluation

phase, our submissions were configured as shown in Table 2.
For each Run, it shows the combination function applied on
the test set, some of them discovered by the GP-Agg frame-
work and others we choose based on experimental results, as
it will be explained in next paragraphs. Runs 1 and 4 were
based on textual-only descriptors, Run 2 was visual-only,
and Run 3 was our multi-modal submission. For textual
and multimodal runs, we set the K-top parameter of RLDA
at 5, and for the visual ones at 100. No extra crawled ma-
terial or gazetteers were used in our submissions.

In the case of photos, for Runs 1-3, we used the GP-Agg
framework to discover a semi-optimal combination of rank
aggregation functions and ranked lists. For the Run 4, we
used the configuration with which we got the best results
in the past year. Results in Table 3 show slight improve-
ments at including RLDA in GP-Agg framework (Run 1 vs.
Run 4).

As shown in Table 3, most of our best results were from
Run 1, where GP-Agg applied rank aggregation for textual
descriptors. For visual run (Run 2), combining rank ag-
gregation functions and different visual features, including
GoogleNet, improved our results over last year’s.

The results for videos are presented in Table 4. As in
the case of images, the best video results were obtained by
applying GP-Agg over textual ranked lists. For Run 1 and
Run 3, we combined the ranked lists using individual found
by GP-Agg. We were unable to use the GP-Agg for Run

Table 2: Configurations of Runs
Run Combination function

1

Photo: RLDA( RLDA( CombSUM( CombMED( BM25, IBS), RRF( IBS,
BM25)), RLDA( CombSUM( BM25, BM25), RLDA(LMD))), CombANZ(
IBS, BordaCount( CombMNZ( LMD, BM25), CombMNZ( LMD, BM25))))
Video: CombSUM( BordaCount( RLDA( RLDA( BM25, TF-IDF)), Borda-
Count( CombMAX( BM25, BM25), CombSUM( BM25, BM25))), CombMNZ(
CombMAX( RLDA( BM25, TF-IDF), CombMIN( LMD, IBS)), CombMED(
CombMIN( BM25, TF-IDF), TF-IDF)))

2

Photo: RRF(RRF(CombMNZ(CombANZ(GoogleNet, jhist), RRF(tamura,
cedd)), CombMAX(GoogleNet, tamura)), CombMED( MRA(col, GIST),
RLDA( BIC, RLDA( EHD, GoogleNet))))
Video: RLDA(HMP)

3

Photo: RLDA(CombMNZ(CombMED(BM25, CombMNZ(GoogleNet, IBS)),
BM25), MRA(CombMNZ(LMD, LMD), CombMNZ(CombSUM(TF-IDF,
BM25), TF-IDF)))
Video: BordaCount(CombANZ(CombMAX(BM25, RLSim(TF-IDF, LMD)),
BordaCount(CombANZ(HMP, TF-IDF), CombMED(LMD, BM25))), Comb-
SUM(RLDA(BM25, RLDA(BM25, LMD)), CombMAX(RRF(IBS, TDIDF),
RLSim(LMD, LMD))))

4
Photo: RLDA(IBS, BM25, LMD, TF-IDF)
Video: LMD

Table 3: % of photos predicted correctly in test set.
Precision Run1 Run2 Run3 Run4
10m 0.59 0.09 0.56 0.56
100m 6.07 0.87 5.97 5.94
1km 21.06 2.36 20.83 20.73
10km 38.00 4.47 37.72 37.47
100km 46.23 5.88 46.04 45.71
1000km 59.69 21.46 59.89 59.28
Avg (km) 2872.49 5664.14 2797.58 2919.3
Median (km) 254.67 5821.07 261.66 279.37

2 (visual) because we had only the HMP descriptor, thus
we applied RLDA over it. In Run 4 we used only the best
textual descriptor, since the best configuration of past year
decreased the precision of video results. We can observe
in Table 4 significant improvements in the combination of
textual ranked lists through GP-Agg framework over the
best textual descriptor (Run 1 vs. Run 4).

Table 4: % of videos predicted correctly in test set.
Precision Run1 Run2 Run3 Run4
10m 0.45 0.00 0.51 0.37
100m 5.74 0.03 5.82 4.03
1km 18.69 0.15 18.46 13.51
10km 33.57 1.15 33.38 25.76
100km 41.56 2.46 41.20 33.02
1000km 54.51 13.54 54.77 47.67
Avg (km) 3204.8 6085.23 3123.38 3739.79
Median (km) 566.96 6085.63 571.24 1236.51

In both cases, for photos and videos, results obtained show
no gain in the combination of textual and visual information
(Run 3) through GP-Agg. It is explained due to the fact that
the visual ranked list has significantly lower precision than
textual ranked lists, and it is hard to find complementary
between these types of lists by just applying classical rank
aggregation methods.

4. FUTURE WORK
We plan to evaluate more textual and visual descriptors

and give them as input to GP-Agg to select descriptors
and rank aggregation methods. For example: (a) a tex-
tual descriptor that combines graph representation [10] with
a framework for graph-to-vector synthesis [11]; (b) apply-
ing results from works that tackle the problem of visual
place recognition [14] and of geolocation with Convolutional
Neural Networks [2, 17]; (c) extracting visual features using
GoogleNet and BIC for video frames.
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