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Abstract

We study the interplay of moods, emotions, and trust in decision-
making contexts characterized by commitments among agents. We
develop a general approach representing the relationships among these
concepts via a Bayesian network model. Our approach incorporates
insights from the literature and provides a computational methodology
for identifying improved Bayesian models. Based on observations from
an empirical study, we motivate a refined Bayesian model involving the
above-mentioned concepts that goes beyond the relationships known
in the literature. Our findings include (1) the violation of a commit-
ment affects trust more than its satisfaction; (2) goal satisfaction affects
mood and emotion more than commitment satisfaction, but the out-
come of a commitment affects trust more than the outcome of a goal;
and (3) an agent’s prior mood and trust affect whether it satisfies its
commitments.

1 Introduction

In a multiagent system, a truster’s trust in a trustee is crucial to the truster’s decision-making regarding a future
interaction with the trustee. The trust is modulated by the truster’s moods and emotions and affected by the
outcome of the interaction. For example, suppose Alice requests Bob to perform a task for her. If Bob accepts the
task, a commitment is created from Bob toward Alice. When Bob performs the task, the commitment is satisfied
and Alice’s trust may increase for Bob. In this case, Alice’s mood may become positive and if she displays a
positive emotion to Bob for helping her out, Bob’s mood may become positive. The change in Bob’s mood and
a positive emotional response from Alice may end up improving Bob’s trust for Alice and lead to continued
interactions between them. Alternatively, Alice’s failing to acknowledge Bob’s help may result in a decrease in
Bob’s trust for Alice, leading to his disregarding a subsequent request from her. This example illustrates that
trust is affected not only by commitments, but also by emotions and moods.

Trust and emotions have been theoretically and empirically studied both in social and cognitive psychology
and in multiagent systems. De Melo et al.’s [7] Bayesian model considers emotions to predict a counterparty’s
intentions regarding cooperation. Burnett et al. [4] propose a trust-based decision-theoretic model for delegation.
Dunn and Schweitzer [8] show that emotions such as gratitude and happiness increase trust whereas emotions
such as anger decrease trust. Antos et al. [1] state that emotions influence the perception of the trustworthiness
of agents to cooperate or defect in strategy-based games. The above works are promising but limited for

Copyright c� by the paper’s authors. Copying permitted only for private and academic purposes.

In: R. Cohen, R. Falcone and T. J. Norman (eds.): Proceedings of the 17th International Workshop on Trust in Agent Societies,
Paris, France, 05-MAY-2014, published at http://ceur-ws.org

1



understanding how moods and emotions affect trust in decision-making: they (1) do not discuss how trust and
emotions arise, and (2) do not clearly distinguish moods and emotions.

We address these aspects in this paper. Specifically, we introduce a novel approach for trust that builds
on existing studies linking moods, trust, emotions, commitments, and goals. We adopt a limited form of ap-
praisal theory [3, 14] assuming that moods and emotions are triggered not continuously, but at discrete points
corresponding to state changes of goals and commitments.

Our empirical evaluation used Gal et al.’s [11] Colored Trails game as a decision-making platform. We collected
data about subjects’ commitments to each other; outcomes of their commitments; their emotions as displayed to
others; their moods and trust in their opponents. We trained and evaluated Bayesian models reflecting different
causal relationships. Our results yield insights into how the relevant concepts relate to decision-making. Our
main findings are (1) commitment violation affects trust more than satisfaction; (2) goal satisfaction affects
mood and emotion more than satisfaction of a commitment by another party, but the outcome of a commitment
affects trust more than the outcome of a goal; and (3) an agent’s prior mood and trust affect whether it satisfies
its commitments.

In obtaining the above-mentioned findings, we begin from a model postulated based on previous findings in
the literature regarding commitments, mood, trust, and emotions; obtain a superior model that highlights an
unexpected relationship between trust and emotion; refine it further to introduce a relationship between goals
and commitments; and refine it again to incorporate the effect of mood and trust on commitments.

2 Technical Approach

We treat commitment, trust, mood, and emotion as discrete random variables for our Bayesian model.
Commitment CA,B . A commitment CA,B(r, u) means that a debtor A commits a creditor B to bring about

a consequent u provided an antecedent r holds. In essence, a commitment provides grounds for a creditor to
expect some actions from a debtor [19]. A commitment has one of two significant outcomes: it is satisfied (sat)
when u holds regardless of whether r does; it is violated (vio) if r holds but u fails to hold. Accordingly, we
distinguish two values, sat and vio.

Trust TA,B . Trust is described as A’s expectation of B to bring about the specified condition, i.e., to satisfy
a commitment [5]. Thus, we represent trust directed from A to B as TA,B . We consider the variable TA,B as
ordered with possible values of low, medium, and high.

Emotion EA,B . An emotion is a (transient) response of an agent to a significant external or an internal event
[10, 21]. We consider emotions as displayed to others. In particular, in a two-party setting, one party’s emotion
at an event is directed at its counterparty (assumed as being responsible for the event) and is displayed to the
counterparty. Accordingly, we notate A’s emotion toward B as a variable EA,B with possible values positive

(pos), negative (neg), and neutral (neu).
Mood MA. A mood is a low-intensity, long-lasting condition of feeling good or bad [10, 9]. For example, a

positive event occurring in the morning may leave someone in a good mood for the entire day. A mood is felt,
not directly displayed. Accordingly, we represent A’s mood as MA with possible values negative (neg), neutral
(neu), and positive (pos).

Goal GA. A goal is a private condition of wanting something. Goals motivate agents to act but are not directly
visible to others. A goal GA has possible values satisfied (sat) or failed (fai).

2.1 Relations between Concepts

We begin by reviewing the literature to identify causal relationships between the foregoing concepts and express
them in a baseline Bayesian model. We produce variants of the baseline by altering some of the relationships
but holding constant the core ideas that commitment outcomes affect mood, emotion, and trust and emotion
affects mood. Below, → indicates means causes or affects.

Trust and Emotion. Dunn and Schweitzer [8] state that positive emotions (happiness, gratitude) increase
trust, whereas negative emotions (anger) decrease trust. We capture this intuition as EA,B :pos → TB,A:inc and
EA,B :neg → TB,A:dec. Here inc means increase and dec means decrease.

Trust and Commitments. Chopra et al. [6] and Singh [20] relate trust to commitments. We capture the
intuition that trust respectively increases or decreases in light of the outcome of a prior interaction as CA,B :sat
→ TB,A:inc and CA,B :vio → TB,A:dec.
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Mood and Emotions. Sheldon and Lyubomirsky [18] state that an emotion such as gratitude triggers a positive
mood. We assume that a positive emotion from A to B brings about a positive mood of B. We capture our
intuition as EA,B :pos → MB :pos.

Commitments vis à vis Mood and Emotions. Guiraud et al. [12] relate positive moods (e.g., joy) and emo-
tions (e.g., gratitude) with goal achievement, and negative moods (e.g., sadness) and negative emotion (e.g.,
disappointment) with goal failure. Commitments ordinarily relate to goals in that one party’s goal would be
the consequent of the counterparty’s commitment to it. In a cooperative setting, B’s commitment toward A

corresponds to A’s goal. We capture Guiraud et al.’s intuition initially in terms of commitments: (1) CA,B :sat →
MB :pos; (2) CA,B :vio → MB :neg; (3) CB,A:sat → EA,B :pos; and (4) CB,A:vio → EA,B :neg. Later, we introduce
goals explicitly into our model.

2.2 Constructing a Bayesian Model

The baseline model in Figure 1 consolidates the above intuitions as causal relations in a Bayesian model [17, 16]:
(1) a commitment outcome affects trust, (2) a commitment outcome affects mood, (3) a commitment outcome
affects emotion, and (4) emotion affects mood. The remaining models of Figure 1 capture meaningful variants
of the baseline.
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Figure 1: The baseline model (top left) and variants.

3 Hypotheses in Conceptual Terms

To understand the relationships between the concepts of interest modularly, we formulate and evaluate the
following hypotheses. Since these hypotheses are causal statements, we first learn the parameters of a Bayesian
model via expectation maximization and then use the learned parameters to evaluate each hypothesis with
respect to the given trained model.

The Group1 hypotheses pertain to the baseline model.

• H1 Commitment satisfaction increases the creditor’s trust in the debtor, whereas violation decreases trust.
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• H2 Commitment satisfaction yields a positive mood for the creditor and violation yields a negative mood.
• H3 Commitment satisfaction makes the creditor’s emotion to the debtor positive.
• H4 A positive emotion causes the recipient’s mood to be positive and a negative emotion causes the recipient’s
mood to be negative.

• H5 The baseline model fits better than its variants in Figure 1.

The Group2 hypotheses concern the centrality of commitment outcomes and their effect on moods and trust
relative to goal success or failure.

• H6 The outcome of a commitment affects trust, emotion, and mood more than a goal.
• H7 The baseline model fits better than models that incorporate subjects’ goals.

The Group3 hypothesis concerns how commitments arise given prior mood or trust.

• H8 A model that includes both trust and mood fits better than one that omits trust or mood.

The metrics we use to evaluate alternative Bayesian models are the Akaike Information Criterion (AIC) and
the Bayesian Information Criterion (BIC) scores, which capture the goodness of fit of a model to the data. Given
a Bayesian model, the metrics we use to evaluate our hypotheses are (1) the conditional probability distributions
(CPDs) or the parameters of Bayesian models learned from the data and (2) the F-measures of a classifier based
on a model to determine the accuracy of predicting the value of a specified variable.

4 Empirical Study Design

To help empirically ground our theory, we developed a web-based variant of Gal et al.’s [11] Colored Trails game.
Figure 2 shows a typical game round that has a game board (4x4 matrix), available resources (a set of colored
tiles), a chat interface to communicate with the opponent, and a transfer window to exchange tiles. In each
round, the subjects are allocated a set of colored tiles. They are assigned starting positions and a common goal
position on the game board. The objective of the game for a subject is to use the available tiles to reach the
goal position. The subjects can advance to an adjacent cell on the game board if they have the same colored
tile available. Each move consumes one tile. During the game play, the subjects are allowed to communicate
with each other through the chat interface, and to trade tiles. As compared to the original Colored Trails game
[11] where subjects are restricted to communicate through a fixed message protocol, we provide a free chat
interface to communicate. Through the chat interface, subjects can negotiate and exchange tiles. Subjects can
also express their emotions such as gratitude and anger toward their opponents by sending text messages. We
map our variables to data gathered from the game play, text chats, and subject surveys. Each game involves
two subjects, Alice (A) and Bob (B).

Figure 2: A screenshot of the Colored Trails game.
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Rules of the Game. (1) A subject is required to play three games with different opponents. (2) Each
game consists of five rounds. (3) Each round has a common goal position, and different starting positions for
each subject. (4) In all rounds, subjects are allocated the same number but a different set (randomly selected)
of colored tiles. (5) Subjects can communicate with their opponents via a chat interface, using which they can
negotiate to transfer tiles to each other. (6) At the end of each round, each subject fills a survey.

Commitment. During the game, A can create a commitment by agreeing (through chat) to transfer a specified
number of tiles to B. If A provides the tiles, A satisfies its commitment, else violates it.

Emotion. B may display an emotion toward A via a chat message. We determine whether the emotion is
positive, negative, or neutral by analyzing the text.

Mood. The subjects’ mood changes as the games progress and may spill over from events unknown to the
experimenter as well as from one game to the next. We determine subjects’ mood from their survey answers.

Trust. We determine subjects’ trust in their opponents from their survey answers.
Selection of Subjects. We advertised the study to recently admitted (to minimize the threat of prior

knowledge of our study) graduate students in Computer Science. We offered a payment of 10–20 USD each,
depending on success in the game. We selected 30 subjects (25 male; 5 female).

Surveys. (1) At the start of each game and end of each round, we asked the subjects to record their moods on
a five-point scale (very negative to very positive). We mapped the responses to our mood variable. (2) Before the
beginning of each round, subjects recorded on a five-point scale (very low to very high) whether they expected
their opponents to cooperate. We mapped the responses to our trust variable. (3) At the end of each game,
we asked the subjects to report their mood, their trust in their opponent, whether the opponent’s commitments
were satisfied, and whether they want to team up with this opponent in any team game.

Data. We collected 450 rows of data (30 subjects × 30 games × 5 rounds each game), including their survey
forms, and whatever chat messages they exchanged. From their interactions we manually analyzed the chat to
identify the commitments created, satisfied, and violated, and the emotions displayed. We prepared a case file
that expresses a subject’s change of mood, trust, and emotion. For example, if Alice reports her mood as positive
before a round and negative afterward, we report this as a decrease in the mood.

Expectation Maximization. Based on the gathered data, we performed Expectation Maximization (EM)
using the Hugin tool [15] to learn the conditional probabilities and AIC and BIC scores of the Bayesian networks
given in Figure 1. We set a convergence threshold of 0.0004 and the maximum number of iterations as 100. We
initialized the outcomes of a commitment as 0.5, and the outcomes of trust, emotion, and mood as 0.33.

5 Results

We performed three-fold training and testing on the overall data for each model we considered.

5.1 Group1: Evaluating the Baseline Model

Below, we abbreviate increase, decrease, no change, satisfaction, and violation respectively as inc, dec, noc, sat,
and vio.

Verifying H1. The learned conditional probability distributions (CPDs) show that when CB,A is satis-
fied, A’s trust in B is mostly unaffected, but when CB,A is violated, A’s trust in B suffers. Specifically,
P(TA,B=inc|CB,A=sat)=0.22 and P(TA,B=dec|CB,A=vio)=0.54. That is, commitment violation affects trust
more than satisfaction.

Verifying H2. When CB,A is satisfied, A’s mood is unaffected, but when CB,A is violated, A’s mood decreases.
Specifically, P(MA=inc|CB,A=sat)=0.29 and P(MA=noc|CB,A=sat)=0.43, and P(MA=dec|CB,A=vio) = 0.60.
That is, commitment violation affects mood more than satisfaction.

Verifying H3. When CB,A is satisfied, A is likely to display a positive emotion to B, and when CB,A

is violated, A is unlikely to display a negative emotion to B. Specifically, P(EA,B=inc|CB,A=sat)=0.89 and
P(EA,B)=dec|CB,A=vio)=0.47. That is, subjects are polite toward their opponents and do not display as many
negative emotions as one might expect in the case of violation.

Verifying H4. A’s display of a positive emotion toward B does not affect B’s mood
(P(MB=noc|EA,B=inc)=0.44) whereas A’s display of a negative emotion toward B makes B’s mood negative
(P(MB=dec|EA,B=neg)=0.53). That is, a negative emotion affects mood more than a positive emotion.

Verifying H5. Figure 3 shows the negated AIC and BIC scores (higher magnitudes indicate superior fit) for
the models of Figure 1. From the results, it is apparent that Model 6 is the best model.
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Interestingly, the CPDs of Model 6 are somewhat slightly higher than those of the baseline. For ex-
ample, P(TA,B=dec|CB,A=vio)=0.54 in the baseline improves to P(TA,B=dec|CB,A=vio)=0.56. Similarly,
P(MB=dec|EA,B=neg)=0.53 in the baseline improves to P(MB=dec|EA,B=dec)=0.77. These results show not
only that Model 6 fits the data better than the baseline (as the AIC and BIC scores indicate) but also that
Model 6 coheres better with our intuitions about how the various concepts relate to one another.

B M1 M2 M3 M4 M5 M6 M7 M8

1,350

1,450
N
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Figure 3: AIC and BIC score for each model of Figure 1.

We compared the baseline model and Model 6 in terms of predicting an unknown node (commitment, mood,
trust, and emotion) from known inputs. For example, given a commitment outcome, we can predict if the mood
is negative or the emotion is positive. We map a probability above a threshold γ as categorical prediction.
Table 1 shows the average of precision (P), recall (R), and F-measure (F) obtained by considering five possible
values for γ, namely, {0.31, 0.32, 0.33, . . . , 0.7} values. The F-measures for MA=dec and TA,B=dec in Model 6
are slightly better than those for the baseline.

Table 1: Accuracy for the baseline model and Model 6.

Baseline Model 6

Prediction P R F P R F

MA=dec 0.32 0.32 0.32 0.32 0.34 0.33
TA,B=dec 0.19 0.26 0.22 0.19 0.49 0.26
EA,B=inc 0.19 0.09 0.12 0.06 0.39 0.10
MB=dec 0.84 0.05 0.09 0.96 0.00 0.00

5.2 Group2: Evaluating the Cause of Mood, Trust, and Emotion

Since Model 6 proved superior to the baseline, we use it as a basis for further evaluation and improvements.
Figure 4 shows Model 6 and three additional models to help investigate the comparative power of goals and
commitments in affecting trust and emotions. Here, GA represents A’s success with a goal. In the study, we
assume a goal is achieved when a player builds a colored trail that reaches the goal position assigned to the
player. Model 9 replaces CB,A by GA; Models 10 and 11 respectively insert GA and CB,A as the roots on Models
9 and 10.

Verifying H6. We ran EM on Model 9 and obtained its CPDs. These CPDs indicate that mood is affected
more when a goal is satisfied than when a commitment is satisfied. Specifically, P(MA=inc|GA=sat) = 0.41 >

P(MA = inc| CB,A = sat) = 0.29. Given trust and mood, emotion is independent of commitments and goals
in Models 6 and 9, respectively. Therefore, we evaluated another model (not shown for brevity) produced by
editing our baseline model by replacing commitment outcome with goal outcome. The results indicate that goal
satisfaction affects emotions more than commitment satisfaction P(EA,B = inc | GoalA=sat) = 0.91, P(EA,B =
pos|CB,A = sat) = 0.89). Considering trust in Models 6 and 9, we found that trust is affected more when a
commitment is violated than when a goal fails. Specifically, P(TA,B = dec|CB,A = vio) = 0.55, P(TA,B = dec|GA

= fai) = 0.29).
Verifying H7. Model 9 yields better AIC and BIC scores than Model 6, indicating that goal outcome affects

mood and emotion more than commitment outcome. Models 10 and 11 include both goal and commitment
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Figure 4: Model 6 and its enhancements with goals.

outcomes. These models obtain higher negated AIC and BIC scores than Models 6 and 9, suggesting that we
ought to consider both commitments and goals in relation to trust, emotions, and mood. Moreover, Model 10
obtains higher negated AIC and BIC scores than Model 11, suggesting that there is a greater correlation between
the outcome of a goal and of a commitment that supports the goal (Model 10) than between the outcome of a
commitment and of the associated goal (Model 11). This observation supports the intuition that a goal may fail
even if the relevant commitment is satisfied whereas if a goal succeeds, one expects all relevant commitments to
also have been satisfied.
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Figure 5: AIC and BIC scores for models of Figure 4.

Table 2 reports the F-measures obtained from Models 6 and 9. The results are about the same with a slight
edge for Model 6.

Table 2: Accuracy for Models 6 and 9.

Model 6 Model 9

Prediction P R F P R F

MA=inc 0.27 0.85 0.40 0.27 0.85 0.40
TA,B=dec 0.19 0.49 0.26 0.2 0.12 0.15

5.3 Group3: Evaluating the Effect of Trust and Mood on Commitments

We now consider whether both mood and trust are important in predicting commitment outcomes. Figure 6
shows three alternative models relating A’s preexisting mood and trust with the outcome of A’s commitment
in the current round. We do not consider emotion here because a mood is persistent whereas an emotion is
transient. Our data confirms that in 75% of the cases a subject’s mood carries over from one game to the next.

Verifying H8. Models 12 and 13 that consider either mood or trust but not both obtain lower AIC and
BIC scores than Models 14, 15, and 16, which consider both. Model 13, which considers only trust, obtains a
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significantly low score than Model 12, which considers only mood. That is, prior mood is an important predictor
of a commitment outcome. Model 14 obtains better scores than Models 15 and 16. That is, mood and trust act
independently in predicting the outcome of a commitment. Moreover, Model 15 obtains slightly better scores
than Model 16, suggesting that mood affects trust more than trust affecting mood. Additionally, Figure 1
(with reference to Hypothesis H5) shows that models that consider both mood and trust in predicting emotions
obtain better scores than others. This suggests that mood and trust go hand-in-hand both for predicting a new
commitment as well as an emotion. For additional verification, we computed the F-measure of each model for
predicting a commitment given trust and mood, obtaining 0.29 for Models 12, 13, 15, and 16, and 0.26 for Model
14. The F-measures are not significantly different because the data for commitment outcomes is inadequate.
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Figure 6: Models relating prior trust and mood with current commitment outcome.
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Figure 7: AIC and BIC scores for models of Figure 6.

6 Discussion and Conclusion

We propose a Bayesian model to describe commitments, trust, moods, and emotions between agents. We
conducted an empirical study to obtain data from human subjects. We evaluated our hypotheses via three
successive evaluations. Our first evaluation shows that we were incorrect in postulating the causal structure as
given in the baseline model (i.e., based on the literature). Instead Model 6 obtained better negated AIC and BIC
scores indicating that it fits the data better than the baseline model. In our second evaluation, we found that
introducing goal satisfaction affects mood and emotion more than commitment outcome whereas commitment
outcome affects trust more than goal satisfaction. We also found that considering both goal and commitment
outcomes improved the negated AIC and BIC scores over Model 6, which does not consider goal outcomes. In our
third evaluation, we found that both mood and trust are important in predicting the outcome of a commitment.
Figure 8 shows a composite model that consolidates all the main findings of this paper.

6.1 Related Work

Let us now describe some related work. De Melo et al. [7] propose a Bayesian model that captures an appraisal-
based mechanism for the interpersonal affect of emotion in decision-making. Their work does not consider trust
and is focused on finding a relationship between emotions and decision-making behavior. Unlike their work, we
emphasize finding a general relationship between emotions and trust.

Antos et al. [1] carry out a series of negotiation games between humans and computational agents, followed
by a trust game where humans choose an agent from among several agents to entrust a fraction of their profit
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earned from the negotiation games to the agent chosen. Unlike their work where agents only display emotions,
we focus on building a model that considers both emotions and trust. Using our model an agent can choose
different strategies based on its emotions and trust for an agent.

Antos and Pfeffer [2] provide a methodology for decision-making by agents that leverages a computational
concept of emotions. Their experimental results indicate that emotion-based agents outperform other reasonable
heuristics and closely approach computationally expensive near-optimal solutions. Their work is similar to De
Melo et al. [7], who establish a relation between emotions and decision-making behavior. In contrast, we focus
on establishing relationship between emotions, mood, trust, and commitments.

Tanguy et al. [22] provide a model Dynamic Emotion Representation (DER) that integrates emotional re-
sponses and keeps track of emotion intensities changing over time. Our work differs from this work by dealing
with multiple mental or emotional processes

6.2 Threats to Validity and Future Work

The topics we studied are complex themes in social psychology. Inevitably, an empirical study such as ours faces
some threats to validity. Our subject population of computer scientists is not representative of typical users,
though we mitigated this threat by selecting subjects who were not well-versed in the research area studied.
The artificial setting of a game would tend to have lower stakes than many real-life interactions and may thus
elicit limited emotional responses. To control our experiment, we prevented subjects from (1) knowing their
counterparty and (2) projecting or receiving any visual or auditory signals. In real-life, past relationships are
significant as is nonverbal communication. Thus our findings may not propagate well to real-life settings.

In future work, we plan to address above threats. On the theoretical side, we plan to complete the picture with
regard to decision-making, especially accounting for variations in the intensity of mood, trust, and emotions.
On the practical side, we plan to exploit and enhance emerging text analysis techniques, e.g., Kalia et al.’s [13]
approach for extracting commitments from chats, to help automate the extraction of commitments and emotions,
and facilitate studies at a larger scale.
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7 Appendix

We asked the subjects to fill out the following survey forms.

7.1 Survey Form I

The first survey form was given to the subjects before they started to play the game. In the survey, the following
questions were asked along with the choices for each question.

• How are you feeling today? The choices given were: very negative, low negative, normal, positive, and very
positive

• Do you think your opponent will help you to achieve your goals when you ask for it? The choices given were:
no, may not be, not sure, may be, and yes

• If your opponent does not help to you achieve your goal, what will be your reaction to your opponent? The
choices given were: very negative, low negative, nothing, positive, and very positive

• If your opponent expresses his or her anger to you, how will you feel? The choices given were: very negative,
low negative, normal, positive, and very positive

• Will you help your opponent if he or she asks for it? The choices given were: no, may not be, not sure, may
be, and yes

7.2 Survey Form II

The second survey form was given to the subjects at the end of each game. In the survey, the following questions
were asked along with the choices for each question.

• How are you feeling after the game? The choices given were: very negative, negative, normal, positive, and
very positive

• During the game, did you request tiles from your opponent? The choices given were: yes, no, and not applicable
• How did you feel when your opponent helped you? The choices given were: very negative, negative, normal,
positive, very positive, and not applicable

• When your opponent expressed you a positive or a very positive emotion, how did you feel? The choices given
were: very negative, negative, normal, positive, very positive, and not applicable

• When your opponent expressed you a negative or a very negative emotion, how did you feel? The choices
given were: very negative, negative, normal, positive, and very positive

• When your opponent expressed you nothing, how did you feel? The choice given were: very negative, negative,
normal, positive, very positive, not applicable

• Do you expect your opponent will help you in the next game if you request for it? The choices given were: no,
may not be, not sure, may be, and yes

7.3 Surver Form III

We also asked few questions before and after each round of a game. Before a round started, we asked them the
following questions.

• How much do you expect your opponent to cooperate? The choices given were: very low, low, medium, high,
and very high.

• How do you feel? The choices given were: very negative, negative, normal, positive, and very positive

After the end of a round we asked them the following.

• How are you feeling now? The choices given were: very negative, negative, normal, positive, and very positive
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