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1. INTRODUCTION 
The work described in this extended abstract concerns the 
synthesis of three normally disconnected pieces of computing 
infrastructure, namely Scientific Workflows, Engineering 
Optimization and Science Gateways. When combined, they 
provide a rich framework for performing engineering design. 

Scientific workflows have been applied to a wide range of 
problems from science and engineering to ecology. They deliver 
infrastructure that simplifies scripting complex distributed 
experiments. For example, data may be sourced from one or more 
locations, and used to drive a pipeline of computational models. 
Processing steps may vary from simple-minded data reformatting 
and pre-processing, which can be performed on local 
workstations, through to computationally intensive models that 
require supercomputers. Many workflow engines have been 
produced over the years, and a reasonable summary of these can 
be found in [8]. 

Engineering optimization increasingly uses complex 
computational models that represent some aspects of a system of 
interest. For example, it can be applied to the problem of finding 
optimal airfoil shapes as part of an aircraft design. For example, it 
can be used to compute optimal air pollution control strategies, 
find optimal shapes for radio antennas, and a wide range of 
problems. Importantly, optimization algorithms are usually 
iterative, and when combined with computational models, require 
repeated executions of a model to produce an “objective value”. 
This objective value, is then returned to the search algorithm so it 
can iterate and produce better solutions. 

Science Gateways are Web portals that simplify access to 
complex software services, and may be underpinned by large 
databases and high performance computers. One of the earliest 
Science Gateways was NanoHub [6], which provided access to a 
wide range of engineering design tools, through a simple Web 
based user interface. Since then, numerous Science Gateways 
have been built. Traditionally, however, Science Gateways have 
not supported Scientific Workflows per se, although some do 
execute workflows behind the gateway as a way of performing 
computation. 

In this keynote address I describe a system that integrates these 
three technologies, and show how this supports automatic 
engineering design optimization. Specifically, in the seminar I 

will show how it can be applied to airfoil design of very high 
dimensioned problems. 

2. BACKGROUND TECHNOLOGIES 
2.1 Kepler 
In general, scientific workflows can be data-intensive, compute-
intensive, analysis-intensive or visualisation intensive [7]. While 
there are numerous workflow systems, in this work we have 
focussed on the Kepler system [9][7][9][5]. Kepler supports 
different levels of workflows from low-level workflows for grid 
engineers, to higher-level knowledge discovery workflows for 
less-technical users. It provides domain scientists with an easy-to-
use, yet powerful, system for capturing the workflows they 
engage with on a daily basis. It streamlines the workflow 
construction and execution process so that scientists can focus on 
analyses with minimal effort. Kepler’s actor-oriented modelling is 
inherited from the Ptolemy II system. Ptolemy II provides 
module-oriented programming with an emphasis on multiple 
component interaction semantics. The key principle is to use well-
defined Models-of-Computation that govern interactions between 
components, or actors.  

Actors operate like functions in traditional programming 
languages. Unlike Ptolemy II, Kepler focuses on the design and 
execution of scientific workflows. Therefore the composition of 
independent actors forms the scientific workflow.  

Kepler’s use of Models-of-Computation, as implemented through 
“Directors” makes it relatively easy to change the execution 
semantics. We adopted Kepler because we wanted a more 
sophisticated execution mechanism, as discussed in Section 2.3. 
While it would have been possible to add these semantics to other 
open-source workflow tools, this was a relatively natural 
extension for Kepler. 

2.2 Nimrod  
Nimrod enables users to conduct parametric experiments to study 
behaviours of complex systems [1][2][3][4]. Nimrod supports 
repeated execution of the same experiments with different input 
parameters, and it automates several repeated procedures such as 
formulation, execution, monitoring and result gathering from 
multiple experiments. Nimrod greatly reduces the programming 
effort required for experiments, and has a distributed scheduling 
component. Nimrod focuses on making it easy to repeat such 
experiments. There are many versions of Nimrod. Here we 
mention Nimrod/G and Nimrod/O. 

Nimrod/G allows users to explore many different scenarios by 
selecting those that optimise the end results, but it generates an 
exhaustive search. Nimrod/G can distribute computations to local 
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computers, remote machines connected by Grid middleware and 
Cloud resources. The biggest drawback of Nimrod/G when 
applied to real world engineering problems is that an exhaustive 
search might be infeasible. Nimrod/O's main goal is to combine 
rapid application development, distributed computing and 
optimization into a single tool. Unlike Nimrod/G, however, it uses 
non-linear optimization techniques to search the outputs of 
arbitrary computational models.  This means that Nimrod/O 
usually explores many fewer design alternatives than Nimrod/G, 
making it more efficient. Nimrod/O is, however, able to use 
Nimrod/G to perform a computation on a remote resource or 
supercomputer. 

2.3 Nimrod/K  
As discussed, Nimrod and Kepler both address different aspects of 
computational science. Kepler makes it easy to specify a single 
experiment, and Nimrod makes it easy to execute that experiment 
across different input conditions. We have combined these into 
Nimrod/K (Nimrod + Kepler). Nimrod/K provides similar 
functionality to Nimrod/G, but is built on, and extends, Kepler’s 
runtime engine. Thus, it is possible to create arbitrarily complex 
pipelines, or workflows, of computations, but stream different 
parameter values through the workflow. By combining Kepler 
with Nimrod/G, it is possible to run computations on a variety of 
distributed infrastructure. Likewise, leveraging Nimrod/O’s 
optimization approach makes it possible to search for optimal 
outputs from a workflow, rather than a single stand-alone 
computation. Nimrod/K builds on Kepler’s standard Directors 
(SDF and PN), adding a new one for the Tagged Dataflow 
Architecture (TDA) [1]. The TDA Director builds dynamic 
concurrency into the workflow and allows independent loops to 
iterate in parallel. 

2.4 Nimrod/OK 
Optimization algorithms may themselves be viewed as workflows, 
usually involving repetitive looping so that results are passed from 
one iteration to the next. When the features of Nimrod/K and 
Nimrod/O are combined, optimisation operations are possible – 
this tool variant is called Nimrod/OK. Nimrod/OK exposes the 
tasks of an optimization loop and allows the user to assemble 
novel arrangements of those components. Optimisation algorithms 
are added as new actors in Kepler, and thus the functionality 
previously available in Nimrod/O are integrated into Nimrod/OK 
by building new actors. 

2.5 Science Gateways and WorkWays 
Science Gateways are Web based portals that hide the complexity 
of the underlying software and hardware infrastructure. 
Traditionally, workflows are behind Gateways and are executed 
as if they are monolithic programs, and results may be rendered in 
the gateway on completion. This makes it difficult to interact with 
a pipeline based computation. 

WorkWays differs from this by implementing actors that can 
interact with portal components whilst the workflow is still 
running. This allows us to gather user input and present output 
during execution, and even steer the computation as it proceeds. 
We have demonstrated WorkWays on a number of interactive 
workflow based computations [10]. 

3. CONCLUSION 
In this keynote I provide more information on the background 
technologies discussed in Section 2, and show how combining 
them provides an extremely powerful platform. This platform has 
the following features: 

 

• Users can express complex computational pipelines using 
Kepler as a Scientific Workflow Engine. Since Kepler has a 
large library of pre-existing components, this makes it 
relatively easy to build complex experiments. Further, 
Kepler’s graphical user interface makes it fairly easy to treat 
workflows as documentation; 

• Nimrod/G can be used to perform computations on remote 
high end parallel machines. This means that simple actors can 
be executed locally, but more complex computations, such as 
engineering models, can be run on supercomputers; 

• Nimrod/OK provides the ability to script optimization loops 
as workflows. Nimrod/OK has a variety of different 
optimization algorithms that can be matched to the problem at 
hand; 

• WorkWays exposes these workflows through Web 
technology, allowing a user to both input data to a running 
optimization workflow and receive information (in graphical 
form) as to how the computation has proceeded. They can 
then steer the optimization further. 

Below in Figure 1 is a screen capture that illustrates how these 
combine. In the right hand pane is a Nimrod/K workflow that 
simulates an aerofoil. The top left image shows a particular design 
in a 2-dimensioned cross-section. The bottom image shows a 
Parallel Coordinates visualisation of multiple input parameters 
and multiple objective function values. These panes are all 
rendered in the WorkWays web portal, which also allows users to 
specify and configure the computing resources required to 
perform the experiment. 

 
Figure 1 – Optimizing a high dimensioned problem in WorkWays 
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