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Abstract. The paper considers the influence of the image pixels position
in a one-dimensional sequence on the result of correlation dimension eval-
uation. The sequence formed as a result of reading of the two-dimensional
pixel image. Dimension evaluation is performed by maximum likelihood
method, using image elements ordering and creating vectors in pseu-
dophase space by Takens theorem, and is used as a texture feature if
texture processing and detection of objects. The two different scanning
methods are considered. There is a problem of optimization of the scan
path in order to maintain correlations between pixels in sequence. The
first method is to scan on the criterion of maximum correlation between
the adjacent sets of pixels. The second method deals with choice of scan
direction by criterion of scalar product maximum of chosen vector and
previous one. An estimator of correlation dimension is evaluated.
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1 Introduction

Problem of detection of objects and its edges, as well as the separation of areas
at images is one of the most actual in modern thematic image processing. The
distinction between areas and objects from each other is carried out by means
of evaluation of certain parameters — textural features. We can make a decision
about difference of objects on the basis of the difference of characteristic values.
One of textural attributes are statistical features, which are determined by taking
into account the statistical properties of a sequence of pixels. Among them there
is a correlation dimension, which is formally defined as the probability that
the distance between the vectors formed from samples in the time series in
pseudophase space is less than a predetermined constant value.

One of the problems of dimension estimation of the image is a violation of cor-
relations between pixels during ordering them into a one-dimensional sequence
after reading. Radar images usually have a complex structure, which means that
the relationship of pixels is in different directions. Conventional methods per-
form scanning reading pixels horizontally, vertically or diagonally. In addition,
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there are space-filling curves, which allow to read all of the pixels in a selected
area once, sequentially selecting only adjacent pixels. Such a curve is, for ex-
ample, the Peano-Hilbert curve [1], which has a fractal structure and allows
to completely read the pixels in a square area. This curve is good for scan an
image with fractal properties of objects. Fractal properties and parameters, rep-
resenting it, are promising among different textural features. Such properties
are quantitatively estimated by value of fractal dimension [2,3]. Hilbert curve
has predetermined trajectory; therefore, it does not change depending on pixels
correlation. Moreover, all of the proposed methods do not have the property of
adaptability, that is, are universal for all the images and do not consider their
statistical properties. The sequence of pixels is weakly correlated, that makes
identification of relationships more difficult. Thus, there is the task of finding
the optimal scanning method that is able to perform the adaptation of the image
with respect to the properties.

The aim of investigation is to develop a method of scanning an image, provid-
ing more efficient textural processing and evaluation of the correlation dimension
by usage of fractal properties of the analysable image fragment as well as algo-
rithms of the fractal dimension estimation that are optimal by the maximum
likelihood criterion. An improvement of methods and algorithms is performed
by taking into account statistical and geometric dependency of data. An algo-
rithm for data scan within image frame is proposed as well.

2 A maximum likelihood estimation of correlation
dimension

The most precise estimates of correlation dimension are obtained by maxi-
mum likelihood algorithm [4,5]. Basic iterations for the dimension evaluation
are presented in reference [6]. When distances normalization 1, = Il /lnax,
m = 1,..,M, and correlation dimension equals D a probability distribution
law for distances between vectors V. = {V},..,Vnxg} in pseudophase space is
set by power law F(r) = rP and probability density function is as follows:
w(r) = dFdifnT) =DxrP7Lo<r<1[4].

In paper [4] it is discussed the problem when all M distances r = {r,,, m =
1,.., M} between vectors V are independent, a correlation dimension equals to
D. Then a combined probability density function of distances is as follows:

M

[I Drp~t refo1),
m=1

0, r¢[0,1).

Dependent distances are formed in accordance with the following rule [6]:

1) N — 1 independent random numbers are generated with the power law
distribution of probabilities within the range of values (0;1); these numbers set
distances from the first vector to all other N —1 vectors. A combined probability
density function of these N —1 independent distances between vectors is obtained
from (1) by substitution N instead of M:

w(r/D) = (1)
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2) N —2 independent random numbers are generated with the power law dis-
tribution of probabilities within the range of values ("max k; mink), £ = 3, .., N;
these numbers set conditionally independent distances from the second vector
to other IV — 2 vectors except the 1%¢ vector. Minimum and maximum values are
defined by the triangle rule:

Tmink = |7’12 - T1k| yTmaxk = T12 + leak = 37 7N

Combined probability density function of these N — 2 independent distances
between vectors is as follows:
2N-3 D b1

(rmax k — Tmin k:) )
m=N Tmaxk — Tmink

wQ(rQ/rlaD) = Tm € [rminkzrmaxk)ak:?’a-wNa (3)
OaTnL ¢ [Tnlinkarmaxk)7k = 3a "7N7
m=N+k—3.

As minimum and maximum values ryin &, "max & depend on distances with num-
bers 1,.., N — 1, then distances ri,r, are also statistically dependent and their
combined probability density function is derived subject to (2), (3) :

’U)12(I'1,I'2/D) = wl(rl/D)wg(rg/rl,D). (4)

3) Coordinates of the first and second vectors in space of embeddings Dy = 2
are r1 = 0,y1 = 0,22 = 712, y2 = 0. Coordinates of other i = 3, .., N vectors are
defined by geometry of their position using the cosine theorem and distances from

2 2 2
. Tio +T1; — T3
i-th vector to the first and second vectors: z; = %, yi = £/r%, — z2.
12

For convenience, sign of coordinates y; is chosen positive.
4) As a result of coordinates evaluation of all vectors we can calculate other

N? 5N r“—\/(m»—x-)2+(y'—y»)2
- o . _ ij i J i Yj .
3 dependent distances r3 = {z S N =i+1,., . As

2 2
distances r3 are absolutely defined by distances ry,rs, than they do not contain
additional information for the correlation dimension estimation.

Optimal estimates of the correlation dimension should take into account sta-
tistical and geometrical dependences of vectors, which are represented in the
likelihood function. A maximum likelihood estimate is obtained as a result of
solving of the optimization problem:

Dest = arg max wi2(ry,r1|D). (5)

The solving of equation (5) is realized by setting equal to zero of first order
derivative of wis(rira|D) with respect to D. A maximum likelihood estimate of
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correlation dimension is obtained:

N—-1 2N-3
D=-@BN=3)|> Irim+ Y I(rm = rmne) | - (6)
m=1 m=N

3 Optimal scanning by maximum correlation coefficient

It is necessary to choose an approximating model for processing of signals and
images as well. The main principle of model choosing is to provide a maximum
conformance of model and real signal parameters. A 2D Fractional Brownian
motion is widely used as a model of a chaotic fractal image. Samples of 2D
fBm are formed X (k,m),k,m = 1,..,N, by one of famous methods [7,8] and
characterized by intensity o2 and Hurst exponent H. Variance of fBm increments
in the space interval Az, Ay equals o2 }Amz + Ay? |H, and its correlation within
disjoint intervals of space equals [7]:

M :2 {(X(khml) — X(k3,m3)) X (X(kg,mg) — X(k4,m4))} =

= L +m?|T + TR m3]T = Tk — k)2 + (i —mo)?] T —

—S R m3|" = Tk w3+ S |k = k) - ma)?] T =g
~ T i | = T kg m| T T [k — k) (g — )|+
H

o H O H O

-5 ]k% —&-m%] + > ]kﬁ —&-mi[ -5 |(k3 — kg)? + (m3 — m4)2|
Two-dimensional Gaussian process X (k,m) is used for representing of image
with zero mathematical expectation, dispersion D, and correlation matrix

R = {R(i1,j1, 42, jo) = Dy exp [—(ag|in —ia| + aylji — j2|)] . 41,92, j1,j2o =1, .., N }.
(8)

Figures 1-2 represent image samples according to above-mentioned models.

b) H=0.5

Fig. 1. Image of 2D Fractal Brownian motion.
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a) az = 0.01,ay =0.1 b) e = 0.1, 0y = 0.1 ¢) aw = 0.1, 0, = 0.01

Fig. 2. Image of 2D Gaussian process.

In a review paper [1] various methods of the scan path optimization are
considered, based on the correlation property of pixels. It is supposed that the
construction of the scan path, taking into account the correlation property of
pixels, allows to most fully represent dynamic properties of the image and im-
prove the accuracy of correlation dimension estimation

In this paper two method of image scanning is discussed. The first method
deals with choice of scan direction by criterion of correlation coefficient maxi-
mum (7), (8) of each subsequent pixel. This method uses image characteristics,
averaged by significant ensemble of samples, but it doesnt consider properties
of particular image. The second method deals with choice of scan direction by
criterion of scalar product maximum of chosen vector X and previous one Y.
This method doesnt require a priori information about statistical properties of
image. Data of particular image are most fully used for construction of optimal
scan path. The optimal scanning algorithm consists of a following steps:

- first vector consists of M image pixels from first line of current frame;

- one of ) predefined directions from last pixel to end of next vector is
considered;

- standard scalar product is evaluated for pair of vectors previous X and each
of () considered directions Y — as follows:

XY
By = IR ) ©)

- maximum value of scalar product defines a pair of vectors and thereby the
direction of scan trajectory;

- scan trajectory moves to new pixel, which is last for chosen vector;

- the algorithm is repeated until majority pixels are covered.

Figures 3-6 represent optimal scan paths for Gaussian and Fractal Brownian
images, obtained by two proposed methods.

4 Correlation dimension evaluation

Dimension evaluation is performed by maximum likelihood method [4], with
image elements ordering and vectors formation in pseudophase space by Takens
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Fig. 3. Optimal scanning trajectory by

1-st method, image of figure 1c. Fig. 4. Optimal scanning trajectory by

2-st method, image of figure 1c.

</

Fig. 5. Optimal scanning trajectory by

1-st method, image of figure 2a. Fig. 6. Optimal scanning trajectory by

2-st method, image of figure 2a.

theorem [9]. An estimator of correlation dimension of Gaussian random image is
investigated. Then we change value of o, and estimate a correlation dimension
in two case: scan trajectory is vertical (figure 7) and scan trajectory is horizontal
(figure 8). The evaluated estimates are averaged by 20 samples, the vector size
is equal Ng = 3.

5 Conclusions

Results of analysis of proposed algorithm show, that appliance of maximum
likelihood algorithm demands provision of maximum correlations between im-
age pixels in one-dimension sequence. Scanning by maximum correlation coeffi-
cient criterion provides bigger difference between values of correlation dimension
estimates and therefore simplifies solution of object detection problem.



90

04
L1 R
02w ; o o 02
0 00 02 04 06 08
4] 02 0.4 « 06 03 ’ « ’ ’
¥

Fig. 8. Dependency of correlation di-
mension on ay, a; = 0.7, horizontal
scan.

Fig. 7. Dependency of correlation di-
mension on ay,, o, = 0.7, vertical scan.
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