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ABSTRACT
Advances in three aspects of computing, namely reachabil-
ity, pervasiveness, and autonomy, lead to highly dynamic
systems, whose components increasingly manage themselves.
However, their security and trustworthiness must always be
evaluated in the user’s context and in tight association with
his personal goals and current preferences. Therefore, this
paper defines an operator for policies to determine the dif-
ference in policies. This policy operator enables the user to
check for additional permissions that would come along with
the acceptance of a new or modified policy and can assist
him in estimating the risk he puts his security or privacy in
before adopting it.

1. DYNAMIC SYSTEMS
The growing potential to combine devices with different

capabilities and purposes has led to the development of
densely networked, decentralized systems. In these systems,
components are becoming increasingly autonomous; they
avidly collect data in various forms and adapt to their envi-
ronment as well as to the users’ requirements. Their chang-
ing and possibly conflicting demands lead to a continuous
negotiation of requirements and ad hoc relationships. These
features lay the technical foundation for highly dynamic sys-
tems and, thus, for a plethora of new applications building
up an infrastructure of services.

When utilized for delivering tailored services to improve
customer relationship in a future supermarket [7], for ex-
ample, dynamic systems do not just allow for the delivery
of universal services, such as product finders or information
searches. By taking the customers’ context into account,
such as the products already picked or the current position
of the cart, or considering name, age or purchasing history
stored on customers’ PDAs, the supermarket can offer indi-
vidualized or even personalized services which adapt to the
current needs of the customers [11].

As such systems are continuously becoming an essential
feature of everyday life, the consideration of their security
and privacy management is highly important. The accep-
tance of these systems is greatly affected by the capability
of the user to keep control over the usage of his personal
resources and to observe the systems’ adherence to his pref-
erences.

2. POLICIES: USER STILL IN THE LOOP
The ability of autonomous components to operate inde-

pendently without constant human supervision and their
adaptation to current context by automated reconfiguration

seem to push the user out of the control loop. For their man-
agement, the user interaction appears to be dispensable.

Yet, it is important to realize that the evaluation of secu-
rity and privacy risks cannot be an issue for those expert se-
curity administrators alone, who set up some default guards
constraining the system’s behavior. Although the border of
automation will be moved in such environments, the user
cannot be completely released from the responsibility of for-
mulating his goals and preferences as a personal security
policy. Trustworthiness and risks cannot exclusively be as-
sessed by central administrators, especially when his privacy
is endangered.

Hence, the user needs to transfer his own policy stored on
a suitable communication device, such as a personal PDA,
to the system. However, his policy will often not be the only
clincher for the system’s security decisions. If there is a set
of global security rules in place guarding the environment,
the user will not be able to overrule it. The system will more
likely incorporate the user’s policy and subordinate its rules
to the global ones. Similarly, the resulting policy shared by
the system components may be a conjunction of multiple
user policies, if the system is used by more than one user at
the same time.

In consequence, the high dynamics of such systems forbid
this shared policy to be permanently determined and, there-
fore, to be analyzed for the components’ security behavior in
advance (technical or legal policy enforcement is not within
the scope of this paper; e.g. see [5] for further information).
A user cannot predict the future system composition. Its
parameters may change so quickly that a determined and
subsequently analyzed policy becomes useless after minutes
or even seconds.

More importantly, users are often unable to predict even
their own future behavior. As surveys have shown, users
take a very pragmatic approach to security. Willing to make
security and privacy trade-offs according to the current situ-
ation or to the current communication partners, they adapt
their own policies or spontaneously commit their resources
and personal data to a foreign one to reflect the dynamics
of such systems [11, 4].

Since users who have a method to observe and preview the
result of their interaction make significantly less security-
related operating errors [6], they need appropriate support
for adapting the often complex policy sets and for evaluating
the impact of the changes made. A step in this direction
is the definition of the policy difference presented in the
following chapter. This difference operator allows the user
for the reduction of a modified or updated policy to only
those parts that are relevant to him for his further security
negotiations and decisions.



(a) P2 grants further ac-
tions, hence the (white) dif-
ference P2−1 is not empty.

(b) P2−1 is empty, i.e. P2

is completely covered by P1

and weakly refines it.

Figure 1: Difference and refinement of two policies.

3. ANALYSIS OF POLICIES
Usage control policies integrate the diverse security pol-

icy concepts into a unified policy model [8]. With this, the
user is not just able to declare who may access his resources,
i.e. his own system components and his personal data. By
means of obligations, he can also control their usage once
they have been handed over to a foreign security domain.
Combined with abstracting elements and categorizing them
into hierarchies found in many access control languages, such
policies are ideal for the intuitive specification of users’ re-
quirements in dynamic systems. Featuring both, IBM’s pol-
icy language EPAL [1] builds the basis for our definition
of policy difference, though the underlying concept can be
easily transferred to other usage control languages.

For better understanding of the next section, some prop-
erties of the abstract syntax and semantic of EPAL are
presented, but definitively without the claim of complete-
ness. Hierarchies for users U , data D, purposes P and ac-
tions A build the vocabulary V oc together with conditions
C(V ar), and obligations O. Similar to hierarchies, an oblig-
ation model defines an imply-relation on the power set of
all obligations indicating that fulfilling a set of obligations
implies fulfilling all of its subsets. Given a vocabulary, a
policy P = (V oc, R, gc, dr, do) consists of a global enabler
gc ∈ C(V ar), the default dr of ruling r ∈ {+, ◦,−} ac-
cording to “allow”, “do not care”, and “deny”, a set of
default obligations do, and an ordered list of rules R ∈
{U ×D × P × A× C(V ar)× r × ℘(O)}. A rule matches a
request q ∈ {U ×D × P ×A}, if its conditions are satisfied
by the given assignment χ of environment variables, and all
elements of the request are equal to or children of their rule
counterparts. The first matching rule in P gives the result
evalP(q, χ) = (r, o). For a complete specification, see [3].

3.1 Policy Difference
Whenever the user wants to update his own policy, or the

shared system policy is to be changed, e.g. by merging it
with a new personal one, the user is faced with the question
of whether to accept this new policy version or to decline it
and, perhaps, enter a further round of negotiation.

For this decision, both old and new policy versions are to
be compared with each other. If the new version is equiv-
alent to or even more restrictive than the old one, an au-
tomated process can be used to indicate acceptance. What
happens, however, if none of these checks is positive, and
the new version is more permissive? In this case, the user
needs to be called in to decide on further actions. To pre-
vent him from being overwhelmed by complex policy sets,
the difference in the new and old policy reveals to him only

Figure 2: P1 allows some actions on D1 and, thereby,
D3 and D4, P2 on D4, D2, and both its children.

those permissions granted by the former, but not by the lat-
ter, i.e. a reduction to only those permissions relevant for
consideration at this time.

Taking up the shop example, a non-empty difference in-
dicates to the customer the extra permission that is not
covered by the regulations P1 he has set for the treatment
of his data, but that the shop demands for the usage and
tailoring of its services (cf. Fig. 1(a)). Otherwise, he can
verify by an empty difference that the shop’s policy P2 is
more restrictive and, thus, safe to use (cf. Fig. 1(b)).

Fig. 2 shows an example reduced to the consideration of
the data hierarchy: P1 allows some actions on data D1,
whereas P2 allows the same actions on D2 and D4. Com-
puting the difference, written P2−1, reveals that P2 extends
the permission to D2 and its children D5 and D6, but not to
D4, as it is already covered by the permission on D1 by P1.
From the user’s point of view, the permission on D1 and D3

taken by P2 (i.e. P1−2) are not of primary interest, because
no possibly unintended permission is inserted.

Owing to the limited space, we assume a single vocabulary
for both policies. In the style of [2], the notion of policy
difference is defined as follows:

Definition (Policy Difference). Let two policies P1 and P2

be given with Pi = (V oc, Ri, gci, dri, doi) for i = 1, 2 and
equal vocabulary. Then, the rule set of the difference P2−1

gives the same request results as P2, but it is only enabled
for those requests q and assignments χ of condition vari-
ables, for which one of the following statements holds, where
(ri, oi) = evalPi(q, χ) for i = 1, 2:

• gc1(χ) = false and (r2 ∈ {+, ◦} or o2 6= ∅)

• o1 does not imply o2

• r1 = ◦ and r2 = +

• r1 = − and r2 ∈ {+, ◦}

A first implementation can be made using a brute force
approach. One simply evaluates both input policies for any
possible request q and any possible assignment χ and com-
pares their rulings and obligation sets. A rule (q, C2, r2, o2)
generated from a given q and χ is part of P2−1, if policy P1

is globally disabled and, therefore, not active in context χ,
but P2 does not prohibit the requested action or commits
the requester to future actions. For all other q and χ, the
generated rules are part of the difference, unless o2 does not
contain any new obligation and is a subset of o1. In this case,
it is up to the comparison of the rulings only. If r1 is dom-
inated by r2, i.e. r2 is more permissive, the corresponding
rule is part of P2−1, too.



As this brute force approach tests all valid combinations of
requests and condition variables, their amount grows expo-
nentially with the number of vocabulary variables. Thus, a
more efficient algorithm is desired, e.g. by grouping requests
with the same matching rules or neglecting rules that will
always be hidden by matching rules with higher priority, as
Backes et al. propose for their efficient algorithm to test on
policy refinement [2]. Exploiting the semantic of the policy
language or rather its evaluation function to reduce the dif-
ference problem to only the relevant combinations is part of
future work.

4. RELATED WORK
Currently, the comparison of such policies is made by a

refinement check [3], which enables the automated verifica-
tion that one policy also fulfills the other one or, in case
of weak refinement, that the former is less permissive. For
this test, an efficient algorithm is given in [2], but in case of
verification failure, the user gets no hint of its cause. Fur-
thermore, weak refinement can be mapped to the evaluation
of the policy difference: if P2−1 is empty, then P2 is more
restrictive and weakly refines P1 (cf. Fig. 1(b)).

For the limited name-space of P3P, the Privacy Bird [4]
implements a refinement test. Preferences are specified as
a selection from a predefined set of high-level rules the bird
tests separately against the site’s policy. If one of them is
not refined, its description tag is shown to the user. Using
policy difference, the conflicting parts are indicated to the
user without any clever name-space separation ex ante.

There is ongoing work on the evaluation of policy changes
and their compliance with meta rules, such as “separation
of duty” [12], but research is focused on RBAC and corre-
sponding algebras only.

Finally, there is an approach using model checking with
dynamic logic [9]. While this approach allows for an elegant
representation of policy changes, a formal model of the sys-
tem is needed, which will be difficult, if not impossible to
acquire in a highly dynamic system.

5. CONCLUSION AND FURTHER WORK
In this paper, we put forward the user’s point of view on

policies in dynamic systems. We argue that despite their au-
tonomous behavior the components still need user’s super-
vision. While the user adapts his usage control policies over
time, he needs support for observing the possible impact
of the changes. For this, we define the difference between
two policy versions, which reveals exactly those permissions
additionally granted by the new policy.

This definition is just the first step in the direction of
usable policy management, and there is considerable work
to be done. First, an efficient algorithm for computing the
difference is to be developed. Subsequently, it will be trans-
fered to syntax and semantic of NAPS [10], which enhances
EPAL’s algebra by closure under composition and conjunc-
tion, both of them being essential policy operations in dy-
namic systems. Finally, it still remains open as to how the
difference can be presented in a suitable form to the user in
order to assist him in his further security decisions.
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