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Abstract. Based on the mathematical model describing the thermo-
mechanical behavior of a liquid crystal, which takes into account the
couple-stress interactions, the system of two differential equations for
tangential stress and angular velocity was obtained in two-dimensional
case. Computational algorithm for numerical solution of this system of
equations of the second order under given initial data and boundary
conditions is worked out. The algorithm is implemented as a parallel
program in the C language using the CUDA technology for computer
systems with graphic accelerators. A series of numerical computations of
acoustical waves in a liquid crystal was carried out to demonstrate the
efficiency of proposed parallel program.
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1 Introduction

Liquid crystal — it is an intermediate state of matter, which appears at the same
time the properties of elasticity and fluidity. The liquid crystal phase is formed
during melting of a number of organic substances. It exists in a range from
the melting temperature to a higher temperature, when heated to a substance
which becomes an ordinary liquid. Below this range the substance is a solid
crystal. In the liquid crystal state may be some organic compounds consisting
of molecules of an elongated shape (in the form of elongated rods or plates)
having parallel folding of such molecules. Liquid crystal as a liquid can take
the container shape in which it is placed. However, apart from this property,
combining it with a liquid, it has the property, characteristic of crystals, — the
presence of the order of the spatial orientation of the molecules. The liquid
crystal molecules are oriented in a direction which is determined by the unit
vector, called “director”. Depending on the type of ordering axes of liquid crystal
molecules, they are divided into three types: nematic, smectic and cholesteric.
Nematic and smectic liquid crystals are characterized by a parallel arrangement
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of the molecules. Cholesteric liquid crystals are a kind of nematic liquid crystals,
but they lack long-range order. In this paper we consider a nematic liquid crystal.
Nematic liquid crystals are characterized by the orientation of the longitudinal
axes of the molecules along a certain direction (long-range orientational order
is characteristic for them). Molecules continuously slide in the direction of their
long axes, revolving around them, but at the same time retain orientational
order: the long axes are directed along a preferred direction. In a nematic state,
not all molecules have the same orientation. Because of the lack of fixing of
molecules the orientation of the director changes. Since the director at different
sections is oriented differently, the regions with different directions of director —
the domains — appear in a liquid crystal. At the interfaces of domains the light
refractive index changes, so liquid crystals become hazy. The main properties of
liquid crystals are described in [1].

Liquid crystals find many applications because of strong dependence of their
properties on external influences. Due to their ability to reflect light, the liquid
crystals are widely used in laboratories and in the art as convenient means of
visualizing the thermal fields and temperature changes. Due to the high reso-
lution of the liquid crystals, they can be used in microelectronics technology to
detect defects in chips, that improves reliability of the circuit. With the help of
liquid crystals in medicine can directly observe the distribution of the human
body surface temperature, and it is important to identify foci of inflammation
hidden under the skin. Liquid crystals found the most widely usage in digital
technology. Currently, color LCD screens have even greater range of applications:
mobile phones, personal computers and televisions, which have a small thickness,
low power, high resolution and brightness.

One of the approaches to the construction of a mathematical model to de-
scribe the behavior of liquid crystals is based on the representation of a liquid
crystal medium as a fine-dispersed continuum. At each point of this continuum,
the domains of a liquid crystal can move in accordance with laws of the dyna-
mics of viscous or inviscid liquid and can rotate relative to a liquid, encounte-
ring resistance to rotation. The models of liquid crystals have been proposed by
Eriksen [2], Leslie [3], Aero [4] and other authors. This paper is devoted to the
numerical solution of differential equations of the second order for tangential
stress and angular velocity, obtained from the system of equations describing
the thermomechanical behavior of a liquid crystal in the two-dimensional case.

2 Governing Equations

In the framework of acoustic approximation, the mathematical model of a liquid
crystal without taking into account the couple stresses is described in [5, 6].
The system of equations of this model includes the equations of translational
and rotational motion, the equation for the angle of rotation, the constitutive
equations for pressure and tangential stress, as well as the equation of anisotropic
heat conduction with variable coeflicients. Parallel computational algorithm for
the solution of this system is represented in [7, 8].
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In two-dimensional case the complete system of equations describing the be-
havior of a liquid crystal under weak acoustic perturbations taking into account
the couple stresses is as follows:

PUL = =Dz — Gy, PVt = — Py,

Jwi=2q+ floo+ fyy,  Pt=w,

pi=—k(us+vy)+ BT qi=ave—uy)—2a(w+aq/n),
Haxt = YW, Hyt =YWy,

¢Ty = (211 T + 212 Ty)m + (@12 Ty + 2202 Ty)y -

= BT (ug+vy)+2¢%/n.

(1)

Here v and v are the projections of the velocity vector on the coordinate axes,
w and ¢ are the angular velocity and the rotation angle, p is the hydrostatic
pressure, ¢ is the tangential stress, p, and p, are the couple stresses, T  is
the absolute temperature, p is the density, j is the moment of inertia, k is
the bulk compression modulus, « is the modulus of elastic resistance to rota-
tion, 7 is the viscosity coefficient, ¢ and § are the coefficients of heat capacity
and thermal expansion, a1, &12 and @95 are the components of the thermal
conductivity tensor: sy, = ae cos? @ + segsin® @, wip = (221 — &9) sin v cos @,
%99 = 2 sin’ © + & cos? ¢, (201 and sy are the thermal conductivity coef-
ficients of a liquid crystal in the direction of molecular orientation and in the
transverse direction). Subscripts after a comma denote the partial derivatives
with respect to time ¢ and spatial variables z and y.

The system (1) includes the equations of translational and rotational motion,
the equation for the angle of rotation, the equations of state for pressure and tan-
gential stress, the equations for couple stresses, and the equation of anisotropic
heat conduction with variable coefficients.

Let’s consider how to obtain the system of equations of the second order for
tangential stress and angular velocity. Differentiating the first equation of (1)
by x, the second equation by y and subtracting the second from the first, we
find:

p(u,y - U,a:) = —Ag,

)

where A is the Laplace operator. In view of this expression and also expressions
for p, .+ and gy ¢, after differentiation of corresponding equations of the system (1)
by t, we obtain a separate subsystem for the tangential stress ¢ and the angular
velocity w:

2« a
Gt +—¢qr+2aw; = — Ag,
n P

Jo @)
Wi — = qr =~ Dw.
J J
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Initial data for the system (2) have the following form:
¢°
Al =4" il =0a(vh —u}) - 20‘(‘” + ) 2a<w + )
2 qo
g

3)

b

1
wlyg =’ wal,o = (2q g0+ ) =
where u®, v°, w0 ¢°, uf, ,ug are given constants at the initial time moment.
The fourth-order equation for ¢ can be derived from the subsystem (2). So,
expressing w from the first equation of (2) and substituting it into the second
equation, differentiated by ¢, we obtain the next chain of equations:

1 s/« 2a 2 ¥
Wi = 7(* Ag—qpy — — Q,t>7 Wit = = Qe + — Dwy,
2alp n J J

2a 4« «Q 2acry
Qttt + — Qe + —— Gt — (——f— V)Aqtt—iAqt — ——7A2
n J p Jn pJ

Initial data for the corresponding Cauchy problem are as follows:

0 0
q’t:O =q’, qvt‘t:o = O‘(U?w - “0u> - 20‘(‘”0 + %) = _20‘(wo + qT))’

« 2« 2a « a 1
qvtt|t:0 - P A~ 7(2 q’ +Hg,x +#2,y) - 7(12 - 40‘{5 W + (? - 3)!}0},
o 2« 2«
Gt = r Aqjy — i (247 +7A0%) - 7q?tt =

=Gt Gy ]
3 Finite-Difference Scheme

Computational algorithm is developed for numerical solution of the system of two
second-order equations (2) with the initial data (3). The unknown variables are
the tangential stress ¢ and the angular velocity w within computational domain.
Boundary conditions are defined in terms of ¢, w and also ¢, W, ¢y, W,y
The explicit finite-difference scheme “cross” of the second order approximation
by x, y and ¢ is used [9].

Equations of the system (2) at each time step are approximated by replacing
the derivatives with respect to time and spatial variables by the finite differences:

n+1 n n—1 n+l _ n-—1 n+l _ n-—1
95, 52 2qj1,j2 + 951 52 + 2 a 9o — 91 4s +a G1g2 ~ Yiige _

(At)2 " At At

_ @ (qﬁﬂm = 2% g T di—vge | Grgert T 295 T qﬁ,jz—l)
p (Az)? (Ay)? ’
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n+l _ n—1 n+l _ n-—1
Y1,z 2“]1 J2 +wh Jz L 1,jo = 9 go _
(At)? 7T At
n n n n
7<wj1+1712 20‘}]1712 +wj1—17j2 + Wilga+1 2w]1 1J2 +wj17j2—1>
= T )
j (Az)? (Ay)?

where j; = 2,N; — 1, jo = 2, Ny — 1. Next, w;’fjl,z can be expressed from the
second equation:

At
n+1l __ n _.n—1 n+l
Wige = ijhjz Wit ja +— j 451 ,js q]17J2 +

2
g (At) (w?ﬂrldz 20}31 Jz + w;'llflajz + w;'ll,j2+1 B 2("‘};'11»]'2 + w?hhl)
- 5 .
J (Az)? (Ay)

(4)
_|_

Substituting (4) into the first equation, we obtain the formula for q?fjlz

(g + L + 1 ) n+l _ % n +
Ji o nlt o (At)? Dj1,j2 = (At)? 951 ,j2

o o 1 o1  2af ,_4
+ (; + T]At - (At)2>qj1’j2 + E Wit ja _w;lhh +

+ @ (q?l-i-sz — 2q;17j2 + q.;}l_lan + q?l,]é-l—l — 2%117]'2 + q?hj’z—l) _ (5)
p (Ax)? (Ay)?
_ ay it (w?1+1732 2w]1 g2 w;llflué + M;Ll,szrl - 2w§1;j2 + w?l’hl)
J (Az)? (Ay)? '

Calculating tangential stress by the formula (5) and then angular velocity by the
formula (4) at each time step, one can find numerical solution of the problem.

Finite-difference scheme has the second-order approximation by time and
spatial variables. According to the Lax theorem, the sequence of approximate
solutions converges to the exact solution with the second order, too.

4 Stability of the Scheme

Under analysis of the stability of the finite-difference scheme for simplicity let’s
neglect the viscous term tending 1 — oo. This simplification is based on the
assumption that viscosity increases the reserve of stability of the scheme. Ac-
cording to the Fourier method, let

q?17j2 = \" (jei(jull-‘rjzcw)7 w;ll,jz — A\ etlaitizaz)
Substituting these values into the first equation of the system (2) and dividing
both sides of the equation by A?e(121+5202) e get:

a2 1T T A P

>

A—24+1/\ A—1/A a<w1 2+ et gl 2+e_m2)A
— i+ a——— + q.
(Ax)? (Ay)?

477



Mathematical and Information Technologies, MIT-2016 — Mathematical modeling
Consequently,

()\2—2/\+1+4a)\(sir12(041/2) sinQ(ag/Z)))q+a/\2—l

(B0 By a et
After similar calculations for the second equation of (2) we find:
N\ — 2)\2+ 1 N 477 )\(SinZ(al/Q) sin2(a2/2)> o1 -1 0
(At) j (Ax)? (Ay)? jo At

To obtain the characteristic equation, we form the matrix of coefficients under
q and w:

A-12 oy (A -DAED)
p

(At)? At _0
12X ()\2—1)2+4i)\A_ ’
i At (At)? J
.92 .92
where A = SHEA(Q%Q) Sm(A(ajf). Introducing the notations
Z Y

a= %A(At)Q, b= %A(At)Q, c= % (A2,

one can calculate the determinant:
A=D*+4X A =1 (@a+b) + 16 2ab+ (N —1)2c =0,

1+ N =12 +4X(A=1)%(a+b—1)+ 16 2ab=0.
So, let us consider three cases with different values a, b and c:

1i
1 IEb = 0, then (1+0)(A+1)°+4A (a—1) = 0, ¥ +2(1-2 5 +Z>H

_ 1—an2
A=he, M=ol =1, (172 a) ~1<0,

1+¢c
1<1-257%¢ 2391795 L<u
1+c¢ 1+c¢

Therefore, in this case we obtain the stability condition V aq, as:
a 1 1 -1
Lot < (7 + 7) .
o S Gy *

2) If a = 0, then (1+¢)(A+1)?2+4 X (b—1) = 0 and, similarly to the previous
case, one can find that b < 1. The stability condition is as follows:

vy 1 1 -1
50 < (g )
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3)Ifa+b=1,then (1+c)(A\?—1)2+ 16 A2 ab = 0. Making the substitution

b
zz)\Q,weobtainzZ—2z(l—8 ¢ )—|—1:07
1+4c¢

)

ab \2 ab
— || =1, (1—8 ) ~1<0, —-1<1-38 <1
|z1| = |22] T e 1o

4ab<1l+ec, 4ab<(a+b*+c¢, 0<(a—b)*+ec.

The latter condition is satisfied automatically. The condition a 4+ b = 1 means

that
(5 + 30 < (Sm(ii;éz) + Sm(A(z;/?)) |

Under such choice of time step, |A| = 1 for given values a; and .
Thus, in the general case, the following stability condition takes place:

a v 9 1 1 -1
(; + 3)(“) S ((Aa:)2 * (Ay)2> '
5 Parallel Program

The described algorithm for numerical solution of the system (2) by the for-
mulas (4), (5) is implemented as a parallel program in the C language using
the CUDA technology for computer systems with graphic accelerators, which
allows to significantly increase the computing performance [10]. GPU (Graphics
Processing Unit) is focused on the implementation of programs with a large
amount of computation. Due to the large number of parallel working cores, it
turns an ordinary computer into a supercomputer with the computing speed of
hundreds of times higher than the PC, using only the computing power of the
CPU. All computations are performed on the GPU, which is a coprocessor to
the CPU. The computational domain is divided into square blocks containing
the same number of threads. Each block is an independent set of interacting
threads, threads of different blocks can not communicate with each other. Due
to the identifiers available in the CUDA, each thread is associated with the mesh
of finite-difference grid. In parallel mode, the threads of a graphic device perform
operations of the same type in the meshes of grid on the calculation of solution
at each time step.
Parallel program has the following structure:
1. Setting the dimensions of finite-difference grid and all the constants used
(on the CPU).

2. Description of one-dimensional arrays for tangential stress and angular ve-
locity (on the CPU).

3. Setting the initial data for these variables at the nodes of the finite-difference
grid (on the CPU).
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. Description of the events start and stop measuring the program execution

time on the GPU, beginning of the measuring time, beginning of the parallel
part of the program.

5. Copy of the constants needed for computations from the CPU to the GPU.

10.
11.

12.

. Description of the arrays for angular velocity and tangential stress, and also

for all necessary auxiliary quantities, allocation of memory for them (on the
GPU).

. Copy of the data from the CPU to the GPU (arrays of the unknown quan-

tities).

. Setting the variables of the dim3 type for the number of blocks in the grid

and the number of threads in each of these blocks (on GPU).

. The main computational cycle with respect to time, in which the procedures-

kernels are executed sequentially (on GPU):
(a) setting the boundary conditions in the x direction;
(b) setting the boundary conditions in the y direction;

(c) solving the system of equations for tangential stress and angular velocity
by means of the finite-difference scheme “cross”;
after performing of cores, the barrier synchronization is necessary, to en-
sure completion of the computations by each thread before starting the
next computations;

(d) copy of computational results from the GPU to the CPU (arrays of an-
gular velocity and tangential stress) at the control points (in certain time
steps).

Free of memory of the variables on the GPU.

Ending of the measuring time on the GPU, print of this time, destruction of
the events start and stop, completion of the parallel part of the program.

Free of memory of variables on the CPU, completion of work of the program.

Here you can see the part of the program code for computation of tangential

stress and angular velocity at the internal nodes of finite-difference grid by each
thread of the GPU:

{

global__ void syst_qw(int it, double *q, double *ql, \
double *q2, double *w, double *wl, double *w2)

int ix,iy,id,idm_x1,idp_x1,idm_x2,idp_x2;
double c1,c2,c3,c4,c5,c6,c7,c8,Delta_q,Delta_w;
ix=threadIdx.x+blockIdx.x*blockDim.x;
iy=threadIdx.y+blockIdx.y*blockDim.y;
if ((ix > 0) && (ix < Nx1Dev-1) && (iy > 0) && (iy < Nx2Dev-1))
{

id=IDX1X2(ix,iy,Nx1Dev) ;
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idm_x1=IDX1X2(ix-1,iy,Nx1Dev); idp_x1=IDX1X2(ix+1,iy,Nx1Dev);
idm_x2=IDX1X2(ix,iy-1,Nx1Dev); idp_x2=IDX1X2(ix,iy+1,Nx1Dev);

cl=alfaDev/jiDev; c2=gamDev/jiDev;
c3=alfaDev/roDev; c4=1./tauDev/tauDev;
cb=2.*alfaDev/tauDev; c6=-cl*gamDev*tauDev;
c7=tauDev/jiDev; c8=alfaDev/etaDev/tauDev;

Delta_qg=(ql[idp_x1]-2.0%q1[id]+ql[idm_x1])/hiDev/h1Dev;
Delta_qg+=(ql[idp_x2]-2.0%q1[id]+ql[idm_x2])/h2Dev/h2Dev;
Delta_w=(wl[idp_x1]-2.0*wl[id]+wl[idm_x1])/h1Dev/h1Dev;
Delta_w+=(wl[idp_x2]-2.0*wl[id]+wl[idm_x2])/h2Dev/h2Dev;
g2[id]=((c1-c4+c8)*q[id]+2.*c4*ql[id]+cbx(w[id]-w1[id])
+c6*Delta_w+c3*Delta_q)/(cl+cd+c8);

w2[id]=2.*wl[id]-w[id]+c7*(q2[id]-q[id])+c2*Delta_w/c4;
__syncthreads();

__host__ void system_qw(int it, dim3 blocks, dim3 threads, \
dim3 blocksl, dim3 threadsl, dim3 blocks2, \
dim3 threads2, double *t, double *q, double *ql, \
double *q2, double *w, double *wl, double *w2)

syst_qw <<<blocks,threads>>>(it,q,ql,q2,w,wl,w2);
cudaThreadSynchronize();

}

Previously, in solving the problem without taking into account the couple-
stress interactions, the efficiency of the parallel program for complete system of
equations of a model was analyzed [7]. To evaluate the efficiency of paralleliza-
tion, a large number of computations was performed at different grid dimensions.
The computation time for parallel program and sequential program was com-
pared. Fig. 1 shows a graph of the dependence of acceleration of the parallel

383
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Fig. 1. Acceleration of the program on GPU as compared with CPU
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program on the dimension N x N of a finite-difference grid. Here N takes the
values: 10, 100, 200, 400, 600, ..., 3000, 3200. The acceleration tcpy/tapy of
the parallel program as compared with the corresponding sequential program is
about 25 times on the grids of dimension 1000 x 1000 and above.

6 Exact Solution

For one-dimensional problem on the action of tangential stress ¢ = G e*(/*=%¥) at
one of the boundaries of computational domain, the comparison of the numerical
solution by described parallel program and the exact solution was carried out.

Substituting ¢ = ¢!tk = & e'/t=FY) in the equations of system (2)
after simplification we obtain:

(—f2+2i:f+0f)d+2iafw=0, —2;]0@+(sz—f2)@=0~

Calculating the determinant of this system, one can find the expression for k:

j 21 4
v = P2 (0 - 00 (2L 20)) g (940) 70000
ary pJ n J P J nj

Here f is the frequency, k* = ki +ikj are the wave numbers.
The characteristic dispersion curves are represented in Figs. 2 and 3: de-

f

pendence of the phase velocity ¢& = on the frequency v = i and
Rek=* 27

dependence of the damping decrement A\* = “Im i on the frequency v (for
m

kT and k= — left and right, respectively). The dashed line corresponds to the

1 /o
eigenfrequency of rotational motion of the particles of a crystal: v, = — ,/—.
0

J
Computations were performed for the liquid crystal 5CB with the next pa-

rameters [11]: p = 1022kg/m?, j = 1.33-107 % kg/m, o = 0.161 GPa, v = 10 uN,
1n = 10Pa - s. For this crystal v, = 350 MHz. The size of a domain is 4 ym.

Initial data and boundary conditions for one-dimensional problem are deter-
mined from the next equations:

Re § = e2v ((jl cos(ft — k1y) — Go sin(ft — k:ly)),

Re® = €Y (@y cos(ft — k1y) — Wasin(ft — k1y)).
Figure 4 shows results of numerical solution for described above parameters:
dependence of Rew on y for k¥ and k= at one of the instants of time. The

dimension of a finite-difference grid is 1000 meshes. The relative error is 3-1073
in calculations for k* and 5-107* in calculations for k.
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a b
300 . 60 L
250 E 501
« 200 i 2 40!
£ = ;
* 150 ! ~ 30|
+ 1 |
Q 1 Q
100 ; 20
50 ! 10t

0 200 400 600 800 1000 1200 0 200 400 600_800 1000 1200

v, z v, Vs

Fig. 2. Dependence of phase velocity on frequency: a) for k¥, b) for k™.
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Fig. 3. Dependence of damping decrement on frequency: a) for k*, b) for k™.
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Fig. 4. Dependence of angular velocity on coordinate: a) for kT, b) for k.
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7 Results of Computations

A series of numerical calculations was carried out on the high-performance com-
putational server Flagman with eight graphic solvers Tesla C2050 (448 CUDA
cores on each GPU) of the Institute of Computational Modeling SB RAS to
demonstrate the efficiency of proposed parallel program.

In Fig. 5 one can see the results of computations for the problem on the
action of three IT-shaped impulses of tangential stress on the parts of lateral
boundaries of computational domain. Duration of each impulse and the interval
between them are 8 ns. Initial data are zero. The boundary conditions at the left
and right boundaries: ¢ = g, if |y —y.| < I, and ¢ =0, if |y —y.| > |; wy = 0.
Here y. is the center of zone, where the load acts, [ is the radius of this zone.
In computations y. = 20 pm, [ = 10 pm. At the upper and lower boundaries the
periodicity conditions are given. The size of rectangular computational domain
is 100 pm x 40 pm, the dimension of a finite-difference grid is 2560 x 1024 meshes.
Computations were performed for the liquid crystal 5CB with the parameters:
p=1022kg/m?, j =1.33-10""kg/m, a = 0.161 GPa, v = 1mN, n = 100 Pa - s.

Fig. 5. The action of three I7T-shaped impulses of tangential stress at the lateral boun-
daries: level curves of tangential stress at different instants of time.

Figure 6 shows the results of computations for the problem on the action of
a concentrated tangential stress ¢ = gd(x)d(¢) at the upper boundary. So, at
this boundary: ¢ = ¢q, if |x — z.] < Az (z. = Tpm is the point of loading)
and t < At, and ¢ = 0, otherwise; w, = 0. The lower boundary is fixed:
q = 0, w = 0. At the left and right boundaries the periodicity conditions are
given. The size of computational domain is ten times less than in the previous
problem: 10 ym x 4 pm. The dimension of a grid is the same: 2560 x 1024 meshes.
Computations were performed for the crystal 5CB with parameters as in the
previous case, but j = 1.33 - 1071%kg/m, v = 10 uN. In Fig. 6 a the level curves
of tangential stress, and in Fig. 6 b the level curves of angular velocity at different
instants of time are represented.
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Fig.6. Lamb’s problem for the action of concentrated tangential stress at the upper
boundary: level curves of tangential stress (a) and angular velocity (b) at different
instants of time.

Figure 7 demonstrates numerical results for the problem on periodic action
of a tangential stress on the part of upper boundary. The boundary conditions
at the upper boundary: ¢ = g sin(27v t), if [z —z.| <l,and ¢ =0, if |[x —x | > |
(xc =5pm, I = 2.5 um); w, = 0. As before, the lower boundary is fixed, at the
left and right boundaries the periodicity conditions are given. The frequency v
is equal to v, = 350 MHz. Computations were performed with parameters as in
the previous case. The fields of angular velocity are shown in Fig. 7.

Fig. 7. Periodic action of tangential stress at the upper boundary: fields of angular
velocity at different instants of time.
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8 Conclusions

Within the framework of acoustic approximation of the model of a liquid crystal,
the system of second-order equations for tangential stress and angular veloci-
ty taking into account the couple-stress interactions was derived. The parallel
computational algorithm for numerical solution of this system was developed.
A comparison of exact and numerical solutions for one-dimensional problem was
fulfilled, and good correspondence of results was obtained. Some computations
were performed by means of the parallel program using the CUDA technology
for computer systems with graphic accelerators.
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