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Abstract. Evidence-based BPM has gained significant momentum in
recent years, thanks to the widespread adoption of enterprise systems
that store detailed business process execution data in event logs. Tech-
niques for analyzing business processes using event logs are termed “pro-
cess mining” techniques. Their objective is to aid business analysts in
improving business processes by learning knowledge from massive data.
To date, techniques for process mining abound. For example, one can
measure processing time and waiting time, diagnose process delays and
quality issues, and replay an entire event log over a process model dis-
covered from the log itself. However, these techniques often suffer from
limited applicability, particularly when used on top of unpredictable pro-
cesses such as patient treatment processes in healthcare as opposed to
predictable processes such as a car manufacturing process. They failed
to extract a highly fit process model, awkward in measuring process per-
formance, and inaccurate in predictive monitoring. In addition, they are
confused at how to divide the problem into sub-problems for better so-
lutions. This research aims at designing a novel set of techniques based
on a notion of business process stages which can improve over existing
process mining techniques.
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1 Research Motivation

Process Mining [1] was initiated from the field of Business Process Management
that oversees and improves human work in organizations [2]. Therefore, Process
Mining also concerns with common tasks in BPM such as process performance
analysis, conformance checking and root cause analysis. However, differing from
the social science branch of BPM concerning interviews, workshops and surveys
for data collection, Process Mining focuses on analysing large and rich business
process data (called event logs) available in enterprise IT systems in order to
extract useful knowledge [3]. Process Mining thus is a bridge between BPM and
data mining.

Like data mining, process mining techniques exploit data features (or vari-
ables) in event logs to learn useful knowledge for process improvement. These
techniques fall into a number of categories. Process discovery [4] is to derive
process models from event logs. Conformance checking [5] is to align an event
log with a process model to verify whether the process execution complies with
the process design. Performance analysis [6] is to measure process performance
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metrics to identify bottlenecks. Deviance mining [7] is to derive business rules
from event logs that can explain the root cause of positive or negative deviants.
Predictive monitoring [8] aims at building predictive models that allow one to
make forecasts of process performance. Finally, comparative analysis [9] is to
contrast process variants and extract distinguishing behaviors. From another
perspective, these techniques fall into two themes: structural analysis and be-
havioral analysis. In structural analysis, the purpose is to search for a structure
from event logs that highly represents the process, e.g. process models, which
can help to do performance analysis, conformance checking and serve as a basis
for process re-engineering. In behavioral analysis, the purpose is to search for a
set of behaviors (e.g. activity patterns) that are strongly correlated with a tar-
get variable, e.g. long case duration. Behavioral analysis is common in deviance
mining and predictive monitoring based on trained classifiers such as decision
trees [8], random forests [10], and neural networks [11]. In addition, some works
also regard process models as a source of generalized behaviors for descriptive
analysis [9].

Thus far, the main challenge to process mining is that many event logs exhibit
a highly complex feature space. For example, real-life event logs can be found
on the Business Process Intelligence web site from 2011 to 2017%. Notably, they
are often knowledge-intensive processes [12] such as patient treatment, insurance
claim handling, I'T incident handling, and loan application assessment. Their fea-
ture space often includes, but not limited to, activities, humans, data payload,
process context [13] and timestamps. Three main challenges of this feature space
are the heterogeneity of case context, the decomposition into sub-processes, and
the variability of data features. Different case contexts exist because process
cases, e.g. customer orders or patients, are often prioritized based on different
types, e.g. low-value and high-value cases, and processed differently. Mixing case
contexts therefore can create greater variation in data features, thus makes it
more difficult for process structural analysis. Sub-processes often exist and could
be in sequence, in parallel or overlap. They are interrelated but fairly indepen-
dent. Ignoring these sub-processes in one analysis might be the cause of inac-
curate models. Moreover, the inherent variability of data features in business
environment is a challenge to frequent feature mining for business processes.
In many cases, it is the combination of these three challenges that creates a
very heterogeneous feature space. Consequently, the current problems faced by
process mining are scalability and accuracy. For example, process discovery tech-
niques struggle with ill-structured processes [14]. Mining human-readable rules
from event logs remains an issue [7]. The error rate of predictive monitoring
remains remarkably high [15,11].

Various process mining techniques have been proposed to deal with the above
complex feature space. A common approach is based on decomposition of event
logs into clusters, thus able to work with clusters (i.e. a higher abstraction level)
instead of individual events. It is also known as divide and conquer approach
which has been implemented for process discovery [16-20], conformance check-
ing [19], performance analysis [21], deviance mining [22], and predictive moni-
toring [23]. Decomposition can be horizontal (i.e. by cases) or vertical (i.e. by
activities). However, although scalability has been improved, the accuracy issue
remains [18, 19,23, 11]. Proposed techniques seem to be ad hoc while they only
work with some specific datasets and struggle with others. There are several
reasons learned from empirical results. For structural analysis, the proposed de-
compositions may underrepresent the real process structure [24]. Thus, when the
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models are tested against the logs, the result has low fitness and precision [6].
For behavioral analysis, despite the use of decomposition and strong classifiers,
the accuracy could be affected due to the limited coverage of the process feature
space, e.g. when a classification model contains only control-flow features but
many process cases are driven by resources and context [11].

From the above background, this research proposes a novel process mining
approach based on a notion of business process stages. Semantically, stages are
a common way that humans use to divide their work into manageable parts. A
stage thus is also a sub-process. For example, an outpatient treatment process
involves stages such as reception, diagnosis, medication, and consultation. Stages
have also been observed in BPM research and real datasets, including patient
treatment[9], IT service delivery[25], government agency processes [26], bank
loan application [27], and product development [28]. Traditionally, process stages
have been studied in different disciplines. For example, in manufacturing it is
known through the state space model for fault diagnosis [29, 30]. In patient flow
research, it is called compartment model [31-33]. In product development, it
is known as the stage-gate model [34]. Recently, stage-based analysis has been
studied in process mining for inter-organizational comparative analysis but only
on a manual basis [9, 35]. Continuing this stream, this research aims to develop
stage-based techniques for knowledge-intensive processes taking advantage of
event logs and foundational techniques of process mining.

The intuition here is that stages can help to improve process mining tech-
niques. Intuitively, data features within the same stages tend to exhibit stronger
relationship than those from different stages; thus, stage-based techniques could
produce better result than those applied to the whole process. For example,
stages could provide a vertical decomposition of event logs (i.e. by stages) in or-
der to improve the quality of process models. The first question is how to discover
stages from event logs that mimic the actual stage decomposition. Once stages
have been correctly discovered, they can be used to discover process models by
stages instead of one flat model for the whole log. Another application of stages
is to measure flow performance [36]. This kind of performance is of particular
interest in service organizations such as hospitals, product development and IT
services because they are concerned with how smooth cases are pulled through
the organizations. Since a stage decomposition consists of adjacent stages, each
is a fairly independent queueing system, it is thus allowed to measure flow of
cases (i.e. queuing items) based on queuing measures computed from event logs,
e.g. arrival rate, departure rate, and length of queue. In addition, in predictive
monitoring, it could be more accurate to build classifiers within a stage to pro-
vide prediction within that stage only, combined with inter-stage classifiers to
provide a final prediction.

2 Research Problems & Research Questions

The previous section has discussed current research problems in detail. They are
summarized as follows.

1. Current process discovery techniques suffer from low accuracy for ill-
structured processes

2. Current process performance analysis techniques are limited in measuring
the flow performance of business processes

3. Current predictive process monitoring techniques suffer from high error rate
for ill-structured processes
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Our research will be structured to address the following research questions:

1. How to discover business process stages from event logs?

2. How to mine business process performance from event logs based on stages
3. How to discover process models from event logs based on stages?

4. How to perform predictive process monitoring in stages?

3 Research Approach

This research project aims at developing stage-based techniques that can produce
better result than existing techniques. We consider Design Science (DS) [37]
as a relevant research method as its nature is to produce knowledge based on
the development of artifacts (e.g. models, frameworks, and methods) to solve
a problem [37]). In our research, the problems would be the research problems
and the artifacts would be computer software that implements our proposed
techniques.

Following the Design Science method, this project will primarily undergo five
main steps to develop a technique [37]: (i) Define the problem; (ii) Suggest a so-
lution; (iii) Develop artifacts; (iv) Evaluate the artifacts; (v) Conclude. Among
these, the validity of DS-based research is mainly determined by the evaluation
of the artifacts [38]. There are different validation approaches including obser-
vational, analytical, experimental, testing and descriptive [39]. This project will
mainly take the experimental approach given the data-driven nature of the re-
search.

A rigorous approach to experimental evaluation thus is vital to this project.
The evaluations will generally consist of two parts: data-based and user-based.
The former makes use of objective and quantitative measures while the latter
involves humans, where needed, in qualitative assessment. Outline of research
experiments are given below.

— Experiments will be carried out on event logs of varied characteristics

— Evaluation will be performed based on well-established criteria in Data Min-
ing and Process Mining

— Controlled experimentation [40] will be conducted with stakeholders, where
needed, to evaluate the subjective aspect of the research criteria

— The proposed technique will be benchmarked against baselines available in
the literature

In regards to data collection and analysis, event logs are the main datasets
used for experiments in this research. Access to data in different ways is planned
as follows:

— Synthetic datasets will be created for the first validation using business pro-
cess simulation software, e.g. BIMP? and CPN-Tools?.

— Real-life datasets will be sourced from repositories of publicly available logs
and industrial as well as academic partners. The publicly available logs are
provided on academic public data repositories such as 3TU.Datacentrum® of
Eindhoven University of Technology which have been used as benchmarking
data for experiments in previous research in Process Mining.

2 bimp.cs.ut.ee
3 www.cpntools.org
* data.3tu.nl/repository/collection:event_logs
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— The student may request for access to datasets of other research projects
within the BPM Discipline. The request will be in compliance with the Ethics
Clearance of the projects.

— The student will contact the pool of industrial partners of the BPM Disci-
pline such as Commonwealth Bank of Australia, Suncorp and St Andrews
War Memorial Hospital, to access further real-life logs, should this be needed.

4 Preliminary Results

The research thus far has carried out towards addressing the first two research
questions: mining process stages from event logs and mining process performance
based on stages. The result is reported in the following sections.

4.1 Mining Business Process Stages from Event Logs

Process mining techniques suffer from scalability issues when applied to large
event logs, both in terms of computational requirements and in terms of in-
terpretability of the produced outputs. For example, process models discovered
from large event logs are often spaghetti-like and provide limited insights [14].

A common approach to tackle this limitation is to decompose the process into
stages, such that each stage can be mined separately. This idea has been success-
fully applied in the context of automated process discovery [24] and performance
mining [41]. The question is then how to identify a suitable set of stages and
how to map the events in the log into stages. For simpler processes, the stage
decomposition can be manually identified, but for complex processes, automated
support for stage identification is required. Accordingly, several automated ap-
proaches to stage decomposition have been proposed [18, 19, 42]. However, these
approaches have not been designed with the goal of approximating manual de-
compositions, and as we show in this work, the decompositions they produce
turn out to be far apart from the corresponding manual decompositions.

This paper puts forward an automated technique to split an event log into
stages, in a way that mimics manual stage decompositions. The proposed tech-
nique is designed based on two key observations: (i) that stages are intuitively
fragments of the process in-between two milestone events; and (ii) that the stage
decomposition is modular, meaning that there is a high number of direct de-
pendencies inside each stage (high cohesion), and a low number of dependen-
cies across stages (low coupling) — an observation that has also been applied in
the context of process model decomposition [43] and more broadly in the fields
of systems design and programming in general. For example, a loan origina-
tion process at a bank has multiple stages such as the application is assessed
(accepted/rejected milestone), offered (offer letter sent milestone), negotiated
(agreement signed milestone), and settled (agreement executed milestone). There
may be many back-and-forth or jumps inside a stage, but relatively little across
these stages.

The proposed technique starts by constructing a graph of direct control-flow
dependencies from the event log. Candidate milestones are then identified
by using techniques for computing graph cuts. A subset of these potential
cut points is finally selected in a way that maximizes the modularity of
the resulting stage decomposition according to a modularity measure bor-
rowed from the field of social network analysis. The technique has been
evaluated using real-life logs in terms of its ability to approximate manual de-
compositions using a well-accepted measure for the assessment of cluster quality.
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4.2 Mining Process Performance Based on Staged Process Flows

Process Performance Mining (PPM) is a subset of process mining techniques
concerned with the analysis of processes with respect to performance dimen-
sions, chiefly time (how fast a process is executed); cost (how much a process
execution costs); quality (how well the process meets customer requirements and
expectations); and flexibility (how rapidly can a process adjust to changes in the
environment) [2].

Along the time and flexibility dimensions, one recurrent analysis task is to
understand how the temporal performance of a process evolves over a given pe-
riod of time — also known as flow performance analysis in lean management [44].
For example, a bank manager may wish to know how the waiting times in a
loan application process have evolved over the past month in order to adjust the
resource allocation policies so as to minimize the effects of bottlenecks.

Existing PPM techniques are not designed to address such flow performance
questions. Instead, these techniques focus on analyzing process performance in
a “snapshot” manner, by taking as input an event log recorded during a period
of time and extracting aggregate measures such as mean waiting time, process-
ing time or cycle time of the process and its activities. For example, both the
Performance Analysis plugins of ProM [45] and Disco [46] calculate aggregate
performance measures (e.g. mean waiting time) over the entire period covered
by an event log and display these measures by color-coding the elements of a
process model. These tools can also produce animations of the flow of cases
along a process model over time. However, extracting flow performance insights
from these animations requires close and continuous attention from the analyst
in order to detect visual cues of performance trends, bottleneck formation and
dissolution, and phase transitions in the process performance. In other words,
animation techniques allow analysts to get a broad picture of performance issues,
but not to precisely quantify the evolution of process performance over time.

In this setting, this paper presents a PPM approach designed to provide a
precise and quantifiable picture of flow performance. The approach relies on an
abstraction of business processes called Staged Process Flow (SPF). An SPF
breaks down a process into a series of queues corresponding to user-defined
stages. Each stage is associated with a number of performance characteristics
that are computed at each time point in an observation window. The evolution
of these characteristics is then plotted via several visualization techniques that
collectively allow flow performance to be analyzed from multiple perspectives in
order to address the following questions:

Q1. How does the overall process performance evolve over time?

Q2. How does the formation and dissolution of bottlenecks affect the overall
process performance?

Q3. How do changes in demand and capacity affect the overall process perfor-
mance?

The paper demonstrates the advantages of the SPF approach over state-of-
the-art process performance mining tools using real-life event logs of a Dutch
bank and IT department of Volvo Belgium.

5 Conclusion and Future Work

This paper describes an overall approach of stage-based process mining based
on observed gaps in current process mining techniques. So far, we have proposed
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Stage-based Business Process Mining 7

two stage-based techniques: one for discovering business process stages from
event logs and one for mining process flow performance from event logs based
on stages. The former work shows that our stage decomposition technique can
provide results that are measurably much closer to the ground truth than the
baselines. The latter work shows that it provides insights and addresses questions
that cannot be answered by existing performance mining techniques. In the
future, we will continue developing stage-based techniques for process discovery
and predictive process monitoring.
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