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Abstract—Gamification at is current state lacks methods for 

fast iteration and evaluation of game mechanics and game 
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I.  INTRODUCTION 

Gamification [1] is the use of game mechanics in non-game 
contexts with a goal to alter user behavior. Gartner [2] and Pew 
Research Center [3] surveys predict gamification being 
widespread and this creates the need for better understanding of 
gamification systems and their effects on players. 

Gamification systems can be classified into these categories 
as suggested by [4]: 

• Internal Gamification, aiming to improve productivity 
and reduce resource costs internally within the 
organization. 

• External Gamification, aiming to involve external people 
(students) to produce increased engagement, 
identification and results. 

• Behavior-changing gamification, aims to encourage 
people to make better choices thus increasing motivation. 

Currently gamification domain lacks methods for modelling, 
simulating and analyzing user behavior in gamified systems. 
This paper offers a simulation and analysis method using 
UAREI [5] modelling method accounting for psychological 
player types. 

A. Gamification modelling and simulation 

Several efforts exist at classifying and codifying recurring 
gamification practices and common techniques such as (1) 
Mechanics-Dynamics-Aesthetics (MDA) framework [6], a 
conceptual model of game elements; (2) game design atoms [7]; 
(3) Game design patterns [8], commonly reoccurring parts of 
game design; (4) game mechanics [9]; and (5) Game interface 
design patterns, common successful game design components 
and solutions such as badges, levels, or leader boards [10]. 

In game research, there is a strong separation between design 
methodologies and usability evaluation tools, which are rarely 
employed in the early stages of the design process. Although the 
game developers use many often heuristically designed tools to 

assist the design, there is still very few existing methods 
employed to connect design practices with gamification and 
game design [11]. Game and gamification development is 
strongly related to the qualifications and skills of game 
designers. Recently several new tools were developed or 
adapted to help game designers to model, build and analyses 
games.  

Unified Modelling Language (UML) is a de-facto standard 
modelling language used in multiple domains. Tenzer [12] 
argues that UML modelling tools could be also used to build 
games and proposes a framework for building games using 
UML. The advantage of UML is that it is well known in the 
software engineering community.  

SysML is a general-purpose modeling language for systems 
engineering applications. That supports specification, analysis, 
design and verification of a broad range of systems. SysML has 
been used for building a training game [13].  

The most notable examples of domain-specific game 
description languages are GaML [14] and ATTAC-L [15]. 
GaML is a formalized language for specifying and automatically 
generating gamification solutions. This allows to free the IT 
expert from the development of gamification solutions. 
ATTAC-L is a domain specific language which allows the user 
to specify the game scenario in XML and to build a game using 
a code generator.  

Another approach to gamification modelling is based on 
using formal (or mathematical) models [16]. Kim and Lee [17] 
model the effectiveness of gamification effectiveness using a 
mathematical model based on a sigmoidal equation. They argue 
what gamification effectiveness can be represented using 
curiosity, challenge, fantasy and control factors. Bista et al. [18] 
have proposed the first formal gamification model. Chan et al. 
[19] offer a similar approach for social game modelling, which 
also allows for verification of the built model. Oliveira et al. [20] 
model games using Petri nets. The disadvantage of this approach 
is the lack of domain specificity which is preventing its adoption 
by game designers. 

The third category of gamification modelling approaches is 
visual languages for fast prototyping in gamification domain. 
Most known examples are Sketch-It-Up [21], Ludocore [22], 
and Machinations [23]. Sketch-It-Up is a tool for creating 
sketches of possible games. Ludocore is a logical “game 
engine”, which employs formal logic used by automated 
reasoning tools in AI domain to enable automated design and 
prototyping of game systems and providing fast feedback to the 
designer. Machinations is a conceptual framework and diagram 
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tool that focusses on structural qualities of game mechanics. 
Machinations graphical diagrams are an abstraction of Petri nets 
for modelling and simulating games and game-like systems on a 
varying level of abstraction. Recently, Micro-Machinations [24] 
were proposed for reusing Machinations models in software 
development. 

The design of serious games is a complex process. Two 
opposing principles must be united: achievement of serious 
objectives and meaningful gameplay. This can be achieved 
using detailed technical modelling and implementation [25]. 
However, the only way to really understand gamification is to 
identify its basic elements and model structural relationships 
between them. 

Based on Flow Theory [26], Chanel et al. [27] defined three 
different emotional states: boredom (negative-calm), 
engagement (positive-excited) and anxiety (negative-excited). 
Flow has many elements such as engagement, immersion, 
enjoyment, interestingness, impressiveness and surprise. 
Enjoyment appears at the boundary between boredom and 
anxiety, when the challenges are just balanced with the person’s 
capacity to act in a game [26]. Engagement and immersion have 
been defined mainly in terms of cognitive and psychological 
states such as participation, presence, and arousal contribute to 
engagement [28]. Immersion causes the player to focus his/her 
attention into the game world resulting in lack of awareness of 
time and of the real world [29]. The immersion can be 
maintained by keeping proper complexity and interestingness of 
gameplay and its results. 

For player type classification HEXAD player types [30] can 
be used, which has 6 player types: 

 Socializers are motivated by being closer to other people. 
They seek to create new social connections and 
relationships. 

 Free spirits are motivated by autonomy and self-
expression. They like to explore. 

 Achievers are motivated by mastery and overcoming 
game challenges. They continuously need to improve 
themselves. 

 Philanthropists are driven by altruism helping others 
without any reward for themselves. 

 Players are motivated by extrinsic rewards. They are 
playing the game only if they expect to be rewarded. 

 Disruptors are motivated by changes. They are willing to 
‘disrupt’ the game rather by plying by its rules. 

To assess player types, we can employ the HEXAD 
questionnaire [30], [31]. 

II. CASE STUDY 

A. OilTrader game 

OilTrader is a game developed to model the influence of 
reinforcement model on player decision to continue or leave the 
game. OilTrader is a market simulation game which allows to 
trade shares of oil to money or to buy oil shares. The game serves 
as an illustrating example how real world markets would behave 
if there were no external influences. The interface of the game is 
presented in Figure I. 

 

FIGURE I.  OILTRADER GAME SCREEN 

OilTrader is a simulator which allows for users to experience 
simplified market conditions while trading the digital shares of 
the fantasy company OilFund. It involves seeing historical game 
outcomes and trying to predict outcome of the next round. The 
game consists of rounds, each thereof takes 15 seconds. Each 
player starts with 500 shares and 500 dollars. In each round, a 
player decides to sell or buy the OilFund shares, or is not to place 
any trades in that round. Only a single trade can be done in a 
single round. The user sees four sections in the game. At the top, 
he sees his money and the OilFund shares. At the left column, 
the user sees trading controls and round timer. Below it, he sees 
trade history data and the impact on his money or shares the 
trade had.  

The physical aspects of the game (Figure I) are comprised of 
tokens. Tokens are divided into the following three types: 

• Oil tokens: cylindrical markers representing the player’s 
ownership of oil.  

• Money tokens: sack-shaped markers representing the 
player’s ownership of money. 

Each player starts by entering the game website. Next, he 
registers / logins to the game. From the beginning, the player 
needs to pick action for the current round. He can sustain, sell or 
buy oil. The player picks an action and enters how many oil 
shares he wants to sell or how much money he is willing to spend 
to buy oil shares. After his decision, he waits for the round to 
end. The trade is evaluated determining the seller to buyer ratio. 
Using this ratio, the player resources are redistributed based on 
the Minority Game logic. Finally, the player can decide to leave 
the game or continue to play the next round.  

For simplification, assumption is that a player can only be 
affected by the elements of the game’s user interface which 
he/she can see. Experiment hypothesis is that it is possible to 
evaluate the influence of the reward mechanism (visually 
represented as a leaderboard table) on the duration of game 
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playing depending on the different psychological types of 
player.  

Users will be divided randomly into two groups: the main 
(experiment) group and the control group. The game’s user 
interface for the control group has the leaderboard which 
represents player achievement, and shows player position, net 
worth (shares + money) and win or lose state in the latest round 
of the game. The game’s user interface for the experiment group 
has additional three metrics (streak, biggest win, and biggest 
loss), which represent player progress, and are aimed to 
incentivize the internal player reward (see Figure II).  

 

 
(a) (b) 

FIGURE II.  OILTRADER LEADERBOARD OF (A) CONTROL AND (B) 

EXPERIMENT GROUP (WIN STREAK, WIN, LOSS INCENTIVES) 

B. UAREI 

We can use UAREI (User-Action-Rule-Entities-Interface) 
model for formal specification of gamification, and the UAREI 
visual modeling language for graphical representation of game 
mechanics. The whole UAREI system can be used for full 
gamification development process. 

The gamified systems can be described as a tuple: 

𝐺 = { 𝑈, 𝐴, 𝑅, 𝐸, 𝐼 } (1) 

here: U – users, which are interacting with the system; A – 
actions, which trigger system behavior; R – rules, which 
encapsulate logic in the system; E – data entities; and I – 
interfaces which define data format. 

The users are defined as a tuple 𝑈 = { 𝐿𝑈, 𝑆𝑈 }, here: 𝐿𝑈 – a 
set of all outgoing links to other elements in the model; and 𝑆𝑈 
– a selection function which defines how a user is selected from 
a collection in a simulation mode. 

Actions are a collection 𝐴 = { 𝐴1, 𝐴2, … , 𝐴𝑖 , … , 𝐴𝑛}, here 𝐴𝑖 
is a single action, 𝑛 the total number of actions. A single action 
is defined as 𝐴𝑖 = { 𝐿𝐴, 𝑆𝐴 }, here: 𝐿𝐴 – a set of all outgoing links 
to other elements in the model, and 𝑆𝐴 – a selection function, 
which defines the way an action related data entity is selected 
from a collection.  

Rules are a collection 𝑅 = { 𝑅1, 𝑅2, … , 𝑅𝑖 , … , 𝑅𝑚}, here 𝑅𝑖 is 
a single rule, 𝑚 the total number of rules. A single rule is defined 
as 𝑅𝑖 = {𝐿𝑅 , 𝑟𝑖(𝐶,𝑀)}, here: 𝐿𝑅 – a set of all outgoing links to 
other elements in the model, and 𝑟𝑖(𝐶,𝑀) is a rule function 
defined as: 

𝑟𝑖(𝐶,𝑀) = {
𝑁𝑈𝐿𝐿 − 𝑖𝑓 𝑛𝑜 𝑣𝑎𝑙𝑢𝑒 𝑖𝑠 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑑
𝑦 − 𝑖𝑓 𝑣𝑎𝑙𝑢𝑒 𝑖𝑠 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑑 𝑏𝑦 𝑟𝑢𝑙𝑒

 (2) 

here: C – context of current execution path; M – a system 
model; y is a computed result value, and NULL is returned if 
rule doesn’t apply. 

Rules are used to control context flow in the system. If a rule 
execution evaluates to an empty result the current execution path 
is continued. We can define the “else” path by using inversion 
“! 𝑅𝑖”. No data will be stored in storage and no other rules will 
execute if the previous rule failed or returned empty value, but 
system flow will continue giving feedback to the user node. 
Rules can update the context in anyway needed for the 
application. 

Entity collection is a collection of all data entities in the 
system 𝐸 = {𝐸1, 𝐸2, … , 𝐸𝑖 , … , 𝐸𝑘}, here 𝐸𝑖 is a single storage 
entity and k is the total number of storage entities. A single entity 
is defined as 𝐸𝑖 = {𝐷, 𝑂, 𝐿𝐸} , here: 𝐷 – entity scheme 
definition, 𝑂 – data objects, and 𝐿𝐸 – a set of all outgoing links 
to other elements in the model. 

Interface is a collection 𝐼 = {𝐼1, 𝐼2, … , 𝐼𝑖 , … , 𝐼𝑙}, here 𝐼𝑖 is a 
single interface and l is the total number of interfaces. A single 
interface is defined as 𝐼𝑖 = {𝐿𝐼, 𝑄}, here: 𝐿𝐼 –a set of all outgoing 
links to other elements in the model, Q – data query, on which 
the data for the interface is selected. 

In Table I we present the list of graphical symbols 
(graphemes) used in the UAREI model diagrams.  

TABLE I.  GRAPHICAL NOTATION OF UAREI MODELLING LANGUAGE 

Type Grapheme Description 

User node 

 

Visualizes system user group. Normally a 

single action is triggered from this node. 

Action 

node 

 

Visualizes an action. Action triggers its 

outgoing connections. Normally actions are 

connected to rules and other actions 

Rule node 

 

Visualizes a rule node. Rule encloses all 

logic of a model. Rule triggers other rules, 

entities and interfaces. 

Entity node 

 

Visualizes a data entity. On triggering the 

node stores the data received with the 

current context.  

Interface 

node 
 

Visualizes user interfaces. Triggers user 

nodes finishing the feedback loop. 

Connection 

 

Visualizes relationships in the model. The 

direction of arrow points from the outgoing 

node to the incoming node. 

C. UAREI extension to support player type modelling 

Minority game logic systems represents rational player 
decision making process based on game state picking the next 
action. To model minority game agents were introduced into 
UAREI model as part of user behavior.  
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𝛼𝑖 = {𝑎𝑝𝑖𝑐𝑘(𝑚𝑜𝑑𝑒𝑙), 𝑎𝑘𝑒𝑦 (𝑚𝑜𝑑𝑒𝑙), 

a𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘(𝑚𝑜𝑑𝑒𝑙), 𝐸𝑎𝑔𝑒𝑛𝑡_𝑠𝑡𝑎𝑡𝑒  } 
(3) 

An agent first picks an action using 𝑎𝑝𝑖𝑐𝑘 function (in case of 

original MG definition as El Farol Bar problem [32], the agent 
picks “go to bar” or “stay at home” based on his strategy). To 
map the strategy to the current model state we define a 𝑎𝑘𝑒𝑦 

function, which generates a memory key to reference the current 
situation. After the cycle ends the agent receives a call-back to 
𝑎𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘 function to evaluate his choice. 𝐸𝑎𝑔𝑒𝑛𝑡_𝑠𝑡𝑎𝑡𝑒 entity 

stores all data relevant to agent. In this case the user (player) 
behavior is defined as follows in UAREI: 

𝑈 = {𝐿𝑢𝑠𝑒𝑟 , 𝑆𝑈 , 𝛼}   (4) 

There is a need to incorporate user psychological decision 
making process modelled behavior. To accomplish this, 
minority game decision making framework needs to integrate 
user motivation. We do this by extending minority game agent 
with extra component which defines if a player wants to 
continue playing. 

𝛼𝑖 = {𝑎𝑝𝑖𝑐𝑘(𝑚𝑜𝑑𝑒𝑙), 𝑎𝑘𝑒𝑦 (𝑚𝑜𝑑𝑒𝑙), 𝑎𝑝𝑙𝑎𝑦𝑖𝑛𝑔(𝑚𝑜𝑑𝑒𝑙),
𝑎𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘(𝑚𝑜𝑑𝑒𝑙), 𝐸𝑎𝑔𝑒𝑛𝑡_𝑠𝑡𝑎𝑡𝑒  } 

(5) 

The new member 𝑎𝑝𝑙𝑎𝑦𝑖𝑛𝑔(𝑚𝑜𝑑𝑒𝑙) =

{
𝑡𝑟𝑢𝑒, 𝑖𝑓 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑒 𝑝𝑙𝑎𝑦𝑖𝑛𝑔
𝑓𝑎𝑙𝑠𝑒, 𝑖𝑓 𝑑o𝑛𝑒 𝑝𝑙𝑎𝑦𝑖𝑛𝑔

, to abstract the decition making 

process we include a function 𝑚𝑖(𝑚𝑜𝑑𝑒𝑙) and redefine 

𝑎𝑝𝑙𝑎𝑦𝑖𝑛𝑔(𝑚𝑜𝑑𝑒𝑙) {
𝑡𝑟𝑢𝑒, 𝑖𝑓 𝑚𝑖(𝑚𝑜𝑑𝑒𝑙) >  0

𝑓𝑎𝑙𝑠𝑒, 𝑖𝑓 𝑚𝑖(𝑚𝑜𝑑𝑒𝑙) ≤ 0
. Now we have a 

numerical function 𝑚𝑖(𝑚𝑜𝑑𝑒𝑙) which numerically represents 
user motivation. 𝑚(𝑚𝑜𝑑𝑒𝑙) function can be chosen freely, but 
for our modelling we will use such form: 

𝑚𝑖(𝑚𝑜𝑑𝑒𝑙) = 𝑚𝑖−1(𝑚𝑜𝑑𝑒𝑙) +∑𝑂𝑖,𝑛𝑆𝑛𝑊𝑛𝑒
−
𝑖−𝑠𝑛
𝜏𝑛

𝑁

𝑛

− 𝑆 (6) 

Here each next motivation score depends on previous 
motivation state. 𝑂𝑖,𝑛  ∈ {−1,0,1}- factor outcome based on 

model execution 𝑆𝑛- scalar value representing factor weight 
based on the game. 𝑊𝑛 ∈ [−1,1]- scalar value representing 

factor weight based on the player. 𝑖 is round index. 𝑒
−
𝑖−𝑠𝑛
𝜏𝑛  

defines how each factor impact decreases over time, 𝑠𝑛 and 𝜏𝑛 
values defining how fast exponent factor impact decreases. 𝑆 
defines how fast a user lose interest in the game. Can be chosen 
freely, but it is recommended to use the fallowing the formula: 

𝑆 =
∑ 𝑒

−
−s𝑛
𝜏𝑛𝑁

𝑛

𝐾
 (7) 

Here the sum of maximum factors is divided by constant 𝐾. 

D. Model of OilTrader 

 

FIGURE III.  OILTRADER UAREI MODEL 

𝐺𝑂𝑖𝑙𝑇𝑟𝑎𝑑𝑒𝑟 = {𝑈, 𝐴, 𝑅, 𝐸, 𝐼} (8) 

 

𝐺𝑂𝑖𝑙𝑇𝑟𝑎𝑑𝑒𝑟 =

{
  
 

  
 

{𝑈𝑢𝑠𝑒𝑟𝑠},

 {𝐴𝑠u𝑠𝑡𝑎𝑖𝑛, 𝐴𝑏𝑢𝑦, 𝐴𝑠𝑒𝑙𝑙},

{𝑅𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠, 𝑅𝑟𝑒𝑐𝑜𝑟𝑑 𝑐ℎ𝑜𝑖𝑐𝑒 , 𝑅𝑤𝑖𝑛},

 {𝐸ℎ𝑖𝑠𝑡𝑜𝑟𝑦, 𝐸𝑡𝑟𝑎𝑑𝑒𝑠, 𝐸𝑢𝑠𝑒𝑟𝑠},

{𝐼𝐻𝑖𝑠𝑡𝑜𝑟𝑦𝐵𝑜𝑎𝑟𝑑 , 𝐼𝐿𝑒𝑎𝑑𝑒𝑟𝑏𝑜𝑎𝑟𝑑}
}
  
 

  
 

 (9) 

𝑈𝑢𝑠𝑒𝑟𝑠 = {{𝐴𝑠𝑒𝑙𝑙 , 𝐴𝑏𝑢𝑦, 𝐴𝑠𝑢𝑠𝑡𝑎𝑖𝑛}, 𝑆𝑜𝑟𝑑𝑒𝑟 , 𝛼𝑖} – users are 

chosen one after another 𝑆𝑜𝑟𝑑𝑒𝑟, users can pick one of three 
actions: 𝐴𝑠𝑒𝑙𝑙 , 𝐴𝑏𝑢𝑦, 𝐴𝑠𝑢𝑠𝑡𝑎𝑖𝑛 and  

𝛼𝑖 = {𝑎𝑝𝑖𝑐𝑘(𝑚𝑜𝑑𝑒𝑙), 𝑎𝑘𝑒𝑦(𝑚𝑜𝑑𝑒𝑙), 

𝑎𝑝𝑙𝑎𝑦𝑖𝑛𝑔(𝑚𝑜𝑑𝑒𝑙), 𝑎𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘(𝑚𝑜𝑑𝑒𝑙), 𝐸𝑢𝑠𝑒𝑟,𝑖 } 
(10) 

here 𝛼𝑖 describes an agent which combines minority game 
and user type motivation. 𝑎𝑝𝑖𝑐𝑘(𝑚𝑜𝑑𝑒𝑙) – chooses which action 

to pick based on game history. 𝑎𝑘𝑒𝑦(𝑚𝑜𝑑𝑒𝑙) – function which 

generates current state key in this cases last 5 game outcomes. 
𝑎𝑝𝑙𝑎𝑦𝑖𝑛𝑔(𝑚𝑜𝑑𝑒𝑙) – defines if a player is still playing based on 

his player type motivation. 𝑎𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘(𝑚𝑜𝑑𝑒𝑙) – update agent 

state based on current model state. 𝐸𝑢𝑠𝑒𝑟,𝑖 - current user entity. 

{𝐴𝑠𝑢𝑠𝑡𝑎𝑖𝑛, 𝐴𝑏𝑢𝑦, 𝐴𝑠𝑒𝑙𝑙} = {{{𝑅𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠}, 𝑆𝑛𝑢𝑙𝑙}, 

{{𝑅𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠}, 𝑆𝑛𝑢𝑙𝑙} , {{𝑅𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠}, 𝑆𝑛𝑢𝑙𝑙}} 
(11) 

– here 𝑅𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠 is the rule which is triggered after 

action. 𝑆𝑛𝑢𝑙𝑙 – returns null, as no entity is associated with the 
action in this case.  

𝑅𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠 = {{𝑅𝑟𝑒𝑐𝑜𝑟𝑑 𝑐ℎ𝑜𝑖𝑐𝑒, 𝐸𝑢𝑠𝑒𝑟}, 𝑟𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠}, 
𝑅𝑟𝑒𝑐𝑜𝑟𝑑 𝑐ℎ𝑜𝑖𝑐𝑒 – record which action was chosen. 𝐸𝑢𝑠𝑒𝑟 user 
entity.  𝑟𝑢𝑝𝑑𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑠 records current game state for the current 

user. It captures user money, oil, biggest win or loss, networth, 
last game outcome and streak.  

𝑅𝑟𝑒𝑐𝑜𝑟𝑑 𝑐ℎ𝑜𝑖𝑐𝑒 = {{𝐸𝑡𝑟𝑎𝑑𝑒𝑠}, 𝑟𝑟𝑒𝑐𝑜𝑟𝑑 𝑐ℎ𝑜𝑖𝑠𝑒}, 𝐸𝑡𝑟𝑎𝑑𝑒𝑠 entity 
which stores all trades, 𝑟𝑟𝑒𝑐𝑜𝑟𝑑 𝑐ℎ𝑜𝑖𝑠𝑒 – saves which type of 
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action was chosen by the user and saves amount which traded, 
in case of sustain – 0, else random value from zero to how much 
is currently owned by user. 

𝐸𝑢𝑠𝑒𝑟 = {{𝑈𝑢𝑠𝑒𝑟𝑠}, 𝐷𝑢𝑠𝑒𝑟}, here 𝐷𝑢s𝑒𝑟 is defined by such 
fields: Money, Oil, Networth, Win (did the user win last round), 
Streak (how many times in a row did a player win), BWin and 
BLoss (biggest win and loss), Round, name, and motivation seed 
(m_networth, m_position, m_win, m_streak, m_bwin, 
m_bloss). 

𝐸𝑡𝑟𝑎𝑑𝑒𝑠 = {{𝑅w𝑖𝑛}, 𝐷𝑡𝑟𝑎𝑑𝑒𝑠} here 𝐷𝑡𝑟𝑎𝑑𝑒𝑠 sheme is 

defined: UserID, Round, Action and Amount.  

𝑅𝑤𝑖𝑛 = {{𝑈𝑢𝑠𝑒𝑟𝑠, 𝐸ℎ𝑖𝑠𝑡𝑜𝑟𝑦}, 𝑟𝑤𝑖𝑛} - 𝑟𝑤𝑖𝑛 – computes which 

group won sellers or buyers are minority and computes buy to 
sell and sell to buy rations. 

𝐸ℎ𝑖𝑠𝑡𝑜𝑟𝑦 = {{𝑈𝑢𝑠𝑒𝑟𝑠, 𝐼L𝑒𝑎𝑑𝑒𝑟𝑏𝑜𝑎𝑟𝑑 , 𝐼𝐻𝑖𝑠𝑡𝑜𝑟𝑦𝐵𝑜𝑎𝑟𝑑},

𝐷ℎ𝑖𝑠𝑡𝑜𝑟𝑦}- 𝐷ℎ𝑖𝑠𝑡𝑜𝑟𝑦 has such fields: Round, Sell to buy, Buy to 

sell and outcome. 

𝐼𝐿𝑒𝑎𝑑𝑒𝑟𝑏𝑜a𝑟𝑑 = {{𝑈𝑢𝑠𝑒𝑟𝑠}, 𝑄𝐿𝑒𝑎𝑑𝑒𝑟𝑏𝑜𝑎𝑟𝑑} - , 𝑄𝐿𝑒𝑎𝑑𝑒𝑟𝑏𝑜𝑎𝑟𝑑 
– selects all users and sorts by networth. 

𝐼𝐻𝑖𝑠𝑡𝑜𝑟𝑦𝐵𝑜𝑎𝑟𝑑 = {{𝑈𝑢𝑠𝑒𝑟𝑠}, 𝑄𝐻𝑖𝑠𝑡𝑜𝑟𝑦𝐵𝑜𝑎𝑟𝑑} - 

𝑄𝐻𝑖𝑠𝑡𝑜𝑟𝑦𝐵o𝑎𝑟𝑑 - displays last 5 outcomes from user perspective. 

III. EXPERIMENT 

A. Hypothesis and setup 

Hypothesis for this experiment is that simulated randomized 
agent behavior would be different for each psychological player 
type. This method allows comparing two gamified systems or 
games and evaluating their impact on user motivation by player 
types.  

Simulation was done on two groups: experiment and control. 
Experiment group sees additional UI elements during game 
play. We will assume that users are only effected by elements 
which they can see. Simulation with the fallowing models where 
run based on such configuration: 

𝑚𝑖(𝑚𝑜𝑑𝑒𝑙) = 𝑚𝑖−1(𝑚𝑜𝑑𝑒𝑙) +∑𝑂𝑖,𝑛𝑆𝑛𝑊𝑛𝑒
−
𝑖−𝑠𝑛
𝜏n

𝑁

𝑛

− 𝑆 (12) 

It is stated what there are 3 (𝑁 = 3) factors in control group 
and 6 (𝑁 = 6) factors in experiment group impacting how the 
user behavior will change. Three shared factors are networth, 
winning and position. Additional factors introduced in 
experiment group are biggest win, biggest loss and streak. 𝑊𝑛 – 
each players factor is a random number between -1 and 1. 𝑂𝑖,𝑛 

can be -1 if the impact of this factor is negative (losing money) 
and positive if 1 (gaining money). 𝑂𝑖,𝑛 is equal to zero if there is 

no change. In this model 𝑠𝑛 and 𝜏𝑛 are equal to 4 for all factors. 
For modelling we assume factor scale is 𝑆𝑛 is equal to 1 for all 
factors. 𝑆 will be chosen to be the same for control and 
experiment based on experiment group.  

𝑆 =
∑ 𝑒

−
−𝑠𝑛
𝜏𝑛𝑁

𝑛

𝐾
=
6𝑒−

−4
4

3
= 2𝑒 (13) 

𝑚0(𝑚𝑜𝑑𝑒𝑙) is a random value between 30 and 60. The 
simulation run until all players decide to stop playing.  

Simulation is done using agent based simulation. Two 
simulations there run separately for control and experiment 
groups consisting of 1001 agents in each group. Control group 
has three motivational factors and experiment group has 6 
motivational factors. Initial motivation 𝑚0 was randomly 
chosen. Also, 𝑊𝑛 for each player’s factor was randomly chosen.  

B. Classification  

In this model, there are six elements in gamified version 
which effect player behavior. Using logical reasoning for 
picking each weight, which will be used evaluating this system 
simulation. Three points are picked from -100 to 100 percent 
range, which are weight - -75, 0 ,75. The closer you are to 0 
represents what a factor has almost no impact on user behavior. 
The closer user factor weight is to -75 be more negative outcome 
has the factor to user motivation. The closer you are to 75 the 
more positive impact has the factor to the user’s behavior. Table 
II shows how different factors should impact user motivation for 
different player types. Worth noting real experiments results 
should be used to justify the classification weights. 

TABLE II.  USER CLASSIFICATION BY MOTIVATION WEIGHTS 

Type \ 

Factor 

Disrup-

tors 

Pla-

yers 

Achie-

vers 

Philan-

thropists 

Free 

Spirits 

Socia-

lizers 

Net 

worth 

-75 75 -75 75 75 -75 

Position 75 75 75 -75 75 0 

Win 0 75 -75 0 0 -75 

Streak 0 75 -75 0 0 0 

Biggest 

Win 

75 75 75 -75 75 -75 

Biggest 

Loss  

75 0 75 75 75 0 

Using Table II we are going to classify player based 
motivation factors weights to the closest player category.   

If we have player motivation factor weights as a vector 
𝑊𝑝𝑙𝑎𝑦𝑒𝑟 = (𝑊𝑛𝑒𝑡𝑤𝑜𝑟𝑡ℎ,𝑊𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛,𝑊𝑤𝑖𝑛,𝑊𝑠𝑡𝑟𝑒𝑎𝑘 , 𝑊𝑏𝑖𝑔𝑔𝑒𝑠𝑡 𝑤𝑖𝑛,
𝑊𝑏𝑖𝑔𝑔𝑒𝑠𝑡 𝑙𝑜𝑠𝑠), and classification weight 𝑊𝑝𝑙𝑎𝑦𝑒𝑟 𝑡𝑦𝑝𝑒 =
(𝑊𝑛𝑒𝑡𝑤𝑜𝑟𝑡ℎ,𝑊𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛,𝑊𝑤𝑖𝑛,𝑊𝑠𝑡𝑟𝑒𝑎𝑘,𝑊𝑏𝑖𝑔𝑔𝑒𝑠𝑡 𝑤𝑖𝑛,
𝑊𝑏𝑖𝑔𝑔𝑒𝑠𝑡 𝑙𝑜𝑠𝑠). There 𝐷𝑝𝑙𝑎𝑦𝑒𝑟 𝑡𝑦𝑝𝑒 =

√∑(𝑊𝑝𝑙𝑎𝑦𝑒𝑟 𝑡𝑦𝑝𝑒 −𝑊𝑝𝑙𝑎𝑦𝑒𝑟)
2
. 𝐷𝑝𝑙𝑎𝑦𝑒𝑟 = {𝐷𝑑𝑒𝑠𝑟𝑢𝑝𝑡𝑜𝑟 , 𝐷𝑝𝑙𝑎𝑦𝑒𝑟 ,

𝐷𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑟 , 𝐷𝑝ℎ𝑖𝑙𝑎𝑛𝑡𝑟𝑜𝑝𝑖𝑠𝑡, 𝐷𝐹𝑟𝑒𝑒𝑠𝑝𝑖𝑟𝑖𝑡 , 𝐷𝑠𝑜𝑐𝑖𝑎𝑙𝑖𝑧𝑒𝑟} is a set of 

distances from each player type. Players type is the player type 
which is closest (min (𝐷𝑝𝑙𝑎𝑦𝑒𝑟)) to the player type in Table II.  
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C. Simulation results 

 

FIGURE IV.  AVERAGE ROUNDS BY PLAYER TYPES 

In Figure IV, we see the simulations results. In 
experiment, two groups participated – experiment group and 
control group. Looking at each group results by player type and 
with all of them together (Mixed type). Looking at averages 
without classification between player types there is no difference 
between control and experiment groups round counts. Looking 
at classified player types we see that there are clear differences 
for each player type behavior caused by the introduced changes 
to experiment group. 

 

FIGURE V.  DIFFERENCES BETWEEN GROUPS BY PLAYER TYPES 

Figure V shows changes for each player’s type behavior. The 
experiment changes increased motivation for destructors, 
players achievers and free spirits. And decreased motivation for 
philanthropists and socializer. 

IV. CONCLUSIONS 

A method for simulating games from user motivation 
perspective was offered. The method built on top of UAREI 
modelling framework by introducing agent motivation. Results 
were analyzed based on suggested player type classification. It 
was found what motivation of gamified systems or games might 
be predictable if each system gamification element would have 
a known impact on each player type.  

More research is needed on analyzing different 
psychological player types as the result of an experiment 

performed here show that it is difficult to clearly assign player 
types to real subject, as the qualities of different psychological 
types maybe mixed in the same person. Rather than defining 
crisp player types, a fuzzy-like approach to player typology is 
needed. This method allows us evaluate game patterns effects on 
players. These conclusions may spur the development of novel 
player classification taxonomies and motivation enhancing 
gamification simulation in the future. 
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