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Abstract. Early risk prediction involves three different aspects to be
considered when an automatic classifier is implemented for this task: a)
support for classification with partial information read up to different
time steps, b) support for dealing with unbalanced data sets and c¢) a
policy to decide when a document could be classified as belonging to the
relevant class with a reasonable confidence. In this paper we propose an
approach that naturally copes with the first two aspects and shows good
perspectives to deal with the last one. Our proposal, named temporal
variation of terms (TVT) is based on using the variation of vocabulary
along the different time steps as concept space to represent the docu-
ments. Results with the eRisk 2017 data set show a better performance
of TVT in comparison to other successful semantic analysis approaches
and the standard BOW representation. Besides, it also reaches the best
reported results up to the moment for ERDFEs and ERD Esq error eval-
uation measures.

Keywords:Early Risk Detection, Unbalanced Data Sets, Text Repre-
sentations, Semantic Analysis Techniques.

1 Introduction

Early risk detection (ERD) is a new research area potentially applicable to a
wide variety of situations such as detection of potential paedophiles, people with
suicidal inclinations, or people susceptible to depression, among others. In a
ERD scenario, data are sequentially read as a stream and the challenge consists
in detecting risk cases as soon as possible. A usual situation in these cases is
that the target class (the risky one) is clearly under-sampled with respect to the
control class (the non-risky one). That unequal distribution between the positive
(minority) class and the negative one, is a well-known problem in categorization
tasks and popularly referred as unbalanced data sets (UDS).

Besides dealing with the UDS problem, an ERD system needs to consider
the problem of assigning a class to documents when only partial information is
available. A document is processed as a sequence of terms, and the goal is to
devise a method that can make predictions with the information read up to a



specific point of the time. That aspect, that could be named as classification
with partial information (CPI) might be addressed with a simple approach that
consists in training with complete documents as usual and considering the partial
documents read up to the classification point as standard “complete” documents.
In [3] the CPI aspect was considered by analysing the robustness of the Naive
Bayes algorithm to deal with partial information.

Last, but not least, an ERD system needs to consider not only which class
should be assigned to a document, but also deciding when to make that assign-
ment. This aspect, that we will refer as the classification time decision (CTD)
issue has been addressed with very simple heuristic rules® although more elabo-
rated approaches might be used.

In this article we propose an original idea that explicitly considers the sequen-
tiality of data to deal with the unbalanced data sets problem. In a nutshell, we
use the temporal variation of terms as concept space of a recent concise seman-
tic analysis (CSA) approach [7]. CSA is an interesting document representation
technique which models words and documents in a small “concept space” whose
concepts are obtained from category labels. CSA has obtained good results in
author profiling tasks [8] and the variant proposed in this article, named tem-
poral variation of terms (TVT), seems to show some interesting characteristics
to deal with the ERD problem. In fact, it obtained a robust performance on the
eRisk 2017 data set and reached the best (lowest) reported results up to the
moment for FRDEs and ERD FExq error evaluation measures.

The rest of this document is organized as follows: Section 2 describes our
proposed method for the ERD problem. Section 3 shows the obtained results
with our method on the eRisk 2017 dataset. Finally, Section 4 depicts potential
future works and the obtained conclusions.

2 The proposed method

Our method is based on the concise semantic analysis (CSA) technique pro-
posed in [7] and later extended in [8] for author profiling tasks. Therefore, we
first present in Subsection 2.1 the key aspects of CSA and then explain in Sub-
section 2.2 how we instantiate CSA with concepts derived from the terms used
in the temporal chunks analysed by an ERD system at different time steps.

2.1 Concise Semantic Analysis

Standard text representation methods such as Bag of Words (BoW) suffer of
two well known drawbacks. First, their high dimensionality and sparsity; sec-
ond, they do not capture relationships among words. CSA is a semantic analysis
technique that aims at dealing with those shortcomings by interpreting words
and documents in a space of concepts. Differently from other semantic analy-
sis approaches such as latent semantic analysis (LSA) [2] and ezplicit semantic

% For instance, exceeding a specific confidence threshold in the prediction of the clas-
sifier [9].



analysis (ESA) [4] which usually require huge computing costs, CSA interprets
words and text fragments in a space of concepts that are close (or equal) to the
category labels. For instance, if documents in the data set are labeled with ¢
different category labels (usually no more than 100 elements), words and doc-
uments will be represented in a ¢g-dimensional space. That space size is usually
much smaller than standard BoW representations which directly depend on the
vocabulary size (more than 10000 or 20000 elements in general).

To explain the main concepts of the CSA technique we first introduce some
basic notation that will be used in the rest of this work. Let D = {{d1,y1), ..., (dn,¥n)}
be a training set formed by n pairs of documents (d;) and variables (y;) that indi-
cate the concept the document is associated with, y; € C where C = {c1,...,¢q}
is the concept space. For the moment, consider that these concepts correspond
to standard category labels although, as we will see later, they might represent
more elaborate aspects. In this context, we will denote as V = {¢1,...,tm} to
the vocabulary of terms of the collection being analysed.

Representing terms in the concept space In CSA, each term ¢; € V is
represented as a vector t; € R, t; = (t;1,...,t;4). Here, t; ; represents the
degree of association between the term ¢; and the concept ¢; and its computation
requires some basic steps that are explained below. First, the raw term-concept
association between the ith term and the jth concept, denoted w;;, will be
obtained. If D., C D, D., = {d, | {d,,ys) € D Ays = c,} is the subset of the
training instances whose label is the concept c,, then w;; might be defined as:

wij =Y logy <1+lef1f(i§k)> (1)

Vdx€D,,

where ¢ f;; is the number of occurrences of the term ¢; in the document dy,
and len(d},) is the length (number of terms) of dy.

As noted in [7] and [8], direct use of w;; to represent terms in the vector t;
could be sensible to highly unbalanced data. Thus, some kind of normalization
is usually required and, in our case, we selected the one proposed in [8]:

Wig ti

tii = m (2) ti; = 3)

q
j:

With this last conversion we finally obtain, for each term ¢; € V, a g¢-
dimensional vector t;, t; = (t;1,...,%;4) defined over a space of ¢ concepts.
Up to now, those concepts correspond to the original categories used to label
the documents. Later, we will use other more elaborated concepts.

Representing documents in the concept space Once the terms are repre-
sented in the g-dimensional concept space, those vectors can be used to represent
documents in the same concept space. In CSA, documents are represented as the



central vector of all the term vectors they contain [7]. Terms have different im-
portance for different documents so it is not a good idea computing that vector
for the document as the simple average of all its term vectors. Previous works
in BoW [6] have considered different statistic techniques to weight the impor-
tance of terms in a document such as tfidf, tfig, tfx? or tfrf, among others.
Here, we will use the approach used in [8] for author profiling that represents
each document dj, as the weighted aggregation of the representations (vectors)
of terms that it contains:

i = Z (ze%k) . ti) )

Thus, documents are also represented in a g-dimensional concept space (i.e.,
dx € R?) which is much smaller in dimensionality than the one required by
standard BoW approaches (¢ < m).

2.2 Temporal Variation of Terms

In Subsection 2.1 we said that the concept space C usually corresponds to stan-
dard category names used to label the training instances in supervised text
categorization tasks. In this scenario, that in [7] is referred as direct derivation,
each category label simply corresponds to a concept. However, in [7] also are
proposed other alternatives like split derivation and combined derivation. The
former uses the low-level labels in hierarchical corpora and the latter is based on
combining semantically related labels in a unique concept. In [8] those ideas are
extended by first clustering each category of the corpora and then using those
subgroups (sub-clusters) as new concept space.?

As we can see, the common idea to all the above approaches is that once a set
of documents is identified as belonging to a group/category, that category can
be considered as a concept and CSA can be applied in the usual way. We take
a similar view to those works by considering that the positive (minority) class
in ERD problems can be augmented with the concepts derived from the sets of
partial documents read along the different time steps. In order to understand
this idea it is necessary to first introduce a sequential work scheme as the one
proposed in [9] for research in ERD systems for depression cases.

Following [9], we will assume a corpus of documents written by p different
individuals ({I1,...,I,}). For each individual I; (I € {1,...,p}), the n; docu-
ments that he has written are provided in chronological order (from the oldest
text to the most recent text): Dy, 1, D1, 2, - .., Dy, n,. In this context, given these
p streams of messages, the ERD system has to process every sequence of messages
(in the chronological order they are produced) and to make a binary decision (as
early as possible) on whether or not the individual might be a positive case of
depression. Evaluation metrics on this task must be time-aware, so an early risk
detection error (ERDE) is proposed. This metric not only takes into account the

* In that work, concepts are referred as profiles and subgroups as sub-profiles.



correctness of the (binary) decision but also the delay taken by the system to
make the decision.

In a usual supervised text categorization task, we would only have two cate-
gory labels: positive (risk/depressive case) and negative (non-risk /non-depressive
case). That would only give two concepts for a CSA representation. However, in
ERD problems there is additional temporal information that could be used to
obtain an improved concept space. For instance, the training set could be split
in h “chunks”, Cy,C, ...,Ch, in such a way that C} contains the oldest writings
of all users (first (100/h)% of submitted posts or comments), chunk Cy contains
the second oldest writings, and so forth. Each chunk Cp can be partitioned in
two subsets C’,:r and C’,;, Cr = C’,:r U (AZ’,; where (AZ’,:F contains the positive cases
of chunk Cj, and (AZ’,; the negatives ones of this chunk.

It is interesting to note that we can also consider the data sets that result of
concatenating chunks that are contiguous in time and using the notation Ci_j
to refer to the chunk obtained from concatenating all the (original) chunks from
the ¢th chunk to the jth chunk (inclusive). Thus, Ci_p will represent the data
set with the complete streams of messages of all the p individuals. In this case,
C;, and C;_, will have the obvious semantic specified above for the complete
documents of the training set.

The classic way of constructing a classifier would be to take the complete
documents of the p individuals (CA’l,h) and use an inductive learning algorithm
such as SVM or Naive Bayes to obtain that classifier. As we mentioned earlier,
another important aspect in EDS systems is that the classification problem being
addressed is usually highly unbalanced (UDS problem). That is, the number
of documents of the majority /negative class (“non-depression”) is significantly
larger than that of the minority/positive class (“depression”). More formally,
following the previously specified notation | C;_, [>| C]~, |.

An alternative to try to alleviate the UDS problem would be to consider that
the minority class is formed not only by the complete documents of the individu-
als but also by the partial documents obtained in the different chunks. Following
the general ideas posed in CSA, we could consider that the partial documents
read in the different chunks represent “temporal” concepts that should be taken
into account. In this context, one might think that variations of the terms used in
these different sequential stages of the documents may have relevant information
for the classification task. With this idea in mind, the method proposed in this
work named temporal variation of terms (TVT) arises, which consists in enrich-
ing the documents of the minority class with the partial documents read in the
first chunks. These first chunks of the minority class, along with their complete
documents, will be considered as a new concept space for a CSA method.

Therefore, in TVT we first determine the number f of initial chunks that
will be used to enrich the mlnorlty (positive) class. Then, we use the document
sets C’1 ,C’1 oy C’f_f and C _,, as concepts for the positive class and C’1 h
for the negative class. Finally, we represent terms as documents in this new
(f + 2)-dimensional space using the CSA approach explained in Section 2.1.



3 Experimental Analysis

3.1 Data Set

Our approach was tested on the data set used in the eRisk 2017 pilot task® and
described in [9]. It is a collection of writings (posts or comments) from a set
of Social Media users. There are two categories of users, “depressed” and “non-
depressed” and, for each user, the collection contains a sequence of writings (in
chronological order). For each user, the collection of writings has been divided
into 10 chunks. The first chunk contains the oldest 10% of the messages, the
second chunk contains the second oldest 10%, and so forth. This collection was
split into a training and a test set that we will refer as TRps and TE pg respec-
tively. The (training) TRpg set contained 486 users (83 positive, 403 negative)
and the (test) TEps set contained 401 users (52 positive, 349 negative). The
users labeled as positive are those that have explicitly mentioned that they have
been diagnosed with depression.

This task was divided into a training stage and a testing stage. In the first
one, the participating teams had access to the TRpg set with all chunks of
all training users. They could therefore tune their systems with the training
data. To reproduce the same conditions of the pilot task, we use the training
set (TRps) to generate a new corpus divided into a training set (that we will
refer as TRps — train) and a test set (named TRps — test) with the same
categories (depressed and non-depressed) for each sequence of writings of the
users in the collection. Those sets maintained the same proportions of post per
user and words per user as described in [9]. TR ps —train and TR pg —test were
generated by randomly selecting around a 70% of writings for the first one and
the rest 30% for the second one. Thus, TRps — train resulted in 351 writings
(63 positive, 288 negative) meanwhile TR pg — test contains 135 individuals (20
positive, 115 negative). In the pilot task the collection of writings was divided
into 10 chunks, so we made the same division on TRpg—train and TRpg—test.

3.2 Experimental Results

We reproduced the same conditions faced by the participants of the eRisk pilot
task, so we first worked on the data set released on the training stage (TRps)
and then, the obtained models were tested on the test stage (7€ ps). The activ-
ities carried out at each stage are described below.

Training stage CSA is a document representation that aims at addressing
some drawbacks of classical representations such as BoW. On the other hand,
TVT is supposed to extend CSA by defining concepts that capture the sequential
aspects of the ERD problems and the variations of vocabulary observed in the
distinct stages of the individuals’ writings. Thus, CSA and BoW arise as obvious
candidates to compare TVT in the data set used in the pilot task. Those three

® http://early.irlab.org/task.html



representations were evaluated with different learning algorithms such as SVM,
Naive Bayes and Random Forest, among others. In each case, the best param-
eters were selected for each algorithm-representation combination (model) and
the reported results correspond to the best obtained values.

We tested BoW with different weighting schemes and learning algorithms
but, in all cases, the best results were obtained with binary representations and
the Naive Bayes algorithm. From now on, all references to “BoW” will stand
for that setting. We use CSA with representations of terms with normalized
weights according to Equations 2 and 3 and document representations obtained
from Equation 4 as proposed in [8] for author profiling tasks. We named this
setting as C'SA*. For the TVT representation, a decision must be made related
to the number f of chunks that will enrich the minority (positive) class. In our
studies, we use f = 4 and, in consequence, the positive class was represented by
5 concepts. In that way, the number of documents in the “depressed” class was
incremented by 5 with respect to the original size, from 83 positive instances
to 415. As we can see, with this technique we are also obtaining some kind of
“balancing” in the size of both classes and addressing in that way another usual
problem that we previously refer as the UDS problem.

A particularity that ERD methods must consider is the criterion used to de-
cide when (in what situations) the classification generated by the system is con-
sidered the final /definitive decision on the evaluated instances (the classification
time decision (CTD) issue). We will start our evaluation of the different docu-
ment representations and algorithms assuming that the classification is made on
a static “chunk by chunk” basis. That is, for each chunk C; provided to the ERD
systems we will evaluate their performance considering that all the models are
(simultaneously) applied to the writings received up to the chunk C;. With this
kind of information it will be possible to observe to what extent the different
approaches are robust to the partial information in the different stages, in which
moment they start to obtain acceptable results, and other interesting statistics.

Tables 1, 2 and 3 show the results of experiments for this static “chunk by
chunk” classification scheme. Values of precision (), recall (p) and Fj-measure
(F1) of the target (“depressed”) class are reported for each considered model.
Statistics also include the early risk detection error (ERDE) measure proposed
in [9]. This measure considers not only the correctness of the decision made by
the system but also the delay in making that decision. ERDE uses specific costs
to penalize false positives and false negatives. However, ERDE has a different
treatment with the two possible successful predictions (true negatives and true
positives). True negatives have no cost (cost = 0) but ERDE associates a cost to
the delay in the detection of true positives that monotonically increases with the
number k of textual items seen before giving the answer. In a nutshell, that cost
is low when k is lower than a threshold value o but rapidly approaches 1 when
k > o. In that way, o represents some type of “urgency” in detecting depression
cases: the lowest the o values the highest the urgency in detecting the positive
cases. A more detailed description of ERDE can be found in [9].



In our study we consider the two values of o used in the pilot task: o = 5
(ERDEs) and o = 50 (ERDEj5p). In each chunk, classifiers usually produce
their predictions with some kind of “confidence”; in general, the estimated prob-
ability of the predicted class. In those cases, we can select different thresholds ¢r
considering that an instance (document) is assigned to the target class when its
associated probability p is greater (or equal) than certain threshold tr (p > tr).
In this study we evaluated 5 different settings for the probabilities assigned for
each classifier: p = 1, p > 0.9, p > 0.8, p > 0.7 and p > 0.6. Due to space
constraints, only the best results obtained with a particular setting are shown.®

Table 1 shows the results obtained with a BoW representation and a Naive
Bayes classifier. Those values correspond to the setting where an instance is
considered as depressive if the classifier assigns to the target/positive class a
probability greater or equal than 0.8 (p > 0.8). Surprisingly, the best results for
all the considered measures are obtained on the first chunk. In this chunk, we
can observe that this model only recovers a 45% of the depressed individuals.
However, this is not the worst aspect. Only a 12% of the individual classified
as “depressed” effectively had this condition resulting in consequence in a very
low F; measure (0.19). Table 2 shows similar results when a CSA*-RF (random
forest) combination with p > 0.6 is used to classify the writings of the individuals.
Here, F} measure is also low but we can observe a deterioration in the (ERDE3)
and (ERDUEs5g) error values with respect to the previous model.

Finally, in Table 3, the results of TVT with a Naive Bayes algorithm and p >
0.6 are shown. There, we can see a remarkable improvement in the performance
of the classifier in the chunk 3 with excellent values of ERD Es (7.02), precision
7 (0.63), recall p (0.85) and F} measure (0.72). Analysing the results along the
10 considered chunks we observe how the measures keep improving from the
chunk 1 up to reach the best values in chunk 3 and, from then on, they start
to deteriorate chunk by chunk and obtaining the worst results on the last two
chunks. As weak points of those results we can say that the best value of ERD FEj
obtained in chunk 1 is not very good. Besides, even thought ERD Ej5, values are
acceptable for most of the considered chunks, they need at least two chunks to
show a competitive performance. That aspect looks reasonable if we consider
that TVT is based on the variation of terms between consecutive chunks and
that information is not available on the first chunk.

As general conclusion to the “chunk by chunk” analysis, we could say that im-
balanced classes seem to affect in a different way to the different methods. BoW
and CSA directly depend on the vocabulary of positive and negative classes.
In the first chunk where texts are supposed to be the shortest, relevant words
of the positive class appearing in the posts will probably have more chance of
being “balanced” with respect to the words appearing in the negative class. That
makes classifiers be more sensitive to the positive class and, in consequence, the
recall and general performance is improved. As more information is read, words
related to the negative class are more probable to occur introducing “noise” and

6 All the tables generated for the different probabilities can be downloaded from
https://sites.google.com/site/lcagnina/research/Tables_eRiskl7.rar



Table 1. Model: BoW + Naive Bayes (p > 0.8). “Chunk by chunk” setting. ERDFE5,
ERDEsg, Fi-measure (Fy), precision (7) and recall (p) of the “depressed class”.

chi che chs cha chs che chy chs chg chio
FERDEs 18.09 20.98 21.5 21.73 21.95 21.95 21.95 21.95 22.17 22.17
FERDFEs5y 15.17 16.84 20.77 20.25 21.21 21.95 21.95 21.52 22.17 22.17
Fy 0.19 0.16 0.09 0.11 0.09 0.09 0.09 0.09 0.09 0.13

T 0.12 0.11 0.06 0.17 0.06 0.06 0.06 0.06 0.06 0.08

p 0.45 035 0.2 025 0.2 02 0.2 02 02 03

Table 2. Model: CSA* + RF (p > 0.6). “Chunk by chunk” setting. ERDEs, ERD Exq,
Fi-measure (F1), precision (7) and recall (p) of the “depressed class”.

chi cha chs cha chs che chy chs chg chio

FERDEs 21.93 25.64 25.46 25.57 26.12 25.68 25.68 25.46 25.35 25.68
ERDFEsy 19.47 24.94 25.46 23.35 25.37 24.2 23.46 22.5 22.39 23.47
Fy 0.19 0.08 0.05 0.1 0.06 0.08 0.13 0.16 0.16 0.14

T 0.11 0.05 0.03 0.06 0.04 0.05 0.07 0.09 0.09 0.08

P 0.6 0.25 0.15 0.3 0.2 025 04 05 0.5 045

affecting in consequence the performance. TVT does not seem to be so affected
by this problem showing a more stable performance along all the chunks, with
the best results in the third chunk and then with a little deterioration from then
on. Those results could be giving evidence that the variation of terms (with
f = 4) allows to better detect the occurrence of relevant words of the positive
class in the first chunks. However, it also seems to be affected by the unbalance
problem in subsequent chunks, although in a lower level than BoW and CSA
representations. Unfortunately, verifying those hypotheses would require consid-
ering “more balanced” settings and different f values what is out of the scope of
this paper. However, that important aspect will be addressed in future works
Another approach for the CTD issue could be directly use the probability
(or some measure of confidence) assigned by the classifier to decide when to stop
reading a document and giving its classification. That approach, that in [9] is
referred as dynamic, only considers that this probability exceeds some particular
threshold to classify the instance/individual as positive. That means, that dif-
ferent streams of messages could be classified as “depressed” in different stages
(chunks). Table 4 show those statistics for BoW, C'SA* and TVT representa-
tions for those learning algorithms and probability thresholds that obtained the
best performance. There, we can see that TVT representation, with a Naive
Bayes and classifying instances as depressed when the assigned probability is 1,
obtains the best results for the measures we are more interested in: ERDFEs,
ERDEs5y and Fi-measure. In this context, BoW gets a better recall value but
at the expense of lowering the precision values resulting in a poor Fj-measure.

Testing stage The previous results were obtained by training the classifiers
with the TRps — train data set and testing them with the TRpg — test data



Table 3. Model: TVT + Naive Bayes (p > 0.6). “Chunk by chunk” setting. ERDFE5,
ERDEsg, Fi-measure (Fy), precision (7) and recall (p) of the “depressed class”.

chi che chs cha chs che chy chs chg chio

FERDEs 14.24 14.27 14.59 14.83 15.17 15.51 15.74 15.84 16.21 16.13
FERDEFEs5y 10.80 7.22 7.02 9.24 9.25 9.97 10.73 10.73 11.06 10.96
" 0.42 0.65 0.72 0.67 0.67 0.67 0.64 0.64 0.57 0.58

T 0.39 0.58 0.63 0.60 0.60 0.60 0.58 0.58 0.50 0.52

P 0.45 0.75 0.85 0.75 0.75 0.75 0.70 0.70 0.65 0.65

Table 4. Dynamic Models for BOW-NB, CSA*-NB and TVT-NB.

ERDE5 ERDE50 F1 s 14
BoW (p > 0.8)  21.05 18.13 0.24 0.14 0.75
CSA*-NB(p=1) 23.09 23.07 0.06 0.04 0.15
TVT-NB (p=1) 14.13 11.25 0.40 0.47 0.35

set. The obvious question now is if similar results are obtained by training with
the full training set of the pilot task (7TRps) and using the classifiers with
the data set TEps that was incrementally released during the testing phase
of the pilot task. In this new scenario, the TVT representation was used with
a simple rule for the CTD issue that consists in classifying all the individual
in the chunk 3 as positive (depressed) if a Naive Bayes classifier produced a
probability equal or greater than 0.6 for the positive class. That strategy, that
we will refer as TVT§>O_6, is motivated by the good results showed by TVT in
Table 3. We also tested the BoW, CSA* and TVT representations with dynamic
strategies and using those probabilities that best values obtained in the training
stage. As baselines we also tested two approaches described in [9] that will be
named as Ran and Min. Ran, simply emits a random decision (“depressed”/“non-
depressed”) for each user in the first chunk. Min, on the other hand, stands for
“minority” and consists in classifying each user as “depressive” in the first chunk.

Table 5 shows the performance of all the above mentioned approaches on the
test set of the pilot task (T€ps). We also included the results reported in the
eRisk page for the systems that obtained the best FERDE; (FHDO — BCSGB),
ERDEsy (UNSLA) and Fy (FHDO — BCSGB) measures on the pilot task.
Here we can observe that results obtained with TVT§>O'6 are not as good as
those obtained in the training stage. However, the setting TVT-NB (p = 1)
would have obtained the best ERDFEs score and the third ERD Ex5q value, with
a small difference respect to the best reported value (9.84 versus 9.68).

Those good results of TVT were achieved taking into account the best pa-
rameters obtained in the training stage. However, it also would be interesting
analysing what would have been the TVT’s performance if other parameter set-
tings had been selected. Table 6 shows this type of information by reporting the
results obtained with different learning algorithms (Naive Bayes and Random
Forest) and different probability values for “dynamic” approaches to the CTD
aspect. The results are conclusive in this case. TVT shows a high robustness in



Table 5. Results on the TEps test set.

ERDE5 ERDE50 F1 T 14

Ran 16.83  14.63 0.17 0.11 0.4
Min 21.67  15.03 0.23 0.13 1

BoW (p > 0.8) 16.45  10.87 0.38 0.25 0.77
CSA*-NB(p=1) 2058  19.58 0.05 0.03 0.15
TVTis06 13.64  10.17 0.53 0.46 0.62

TVT-NB (p =1) 12.38 9.84 0.42 0.50 0.37
FHDO — BCSGA 12.82 9.69 0.64 0.61 0.67
FHDO — BCSGB 12.70 10.39  0.55 0.69 0.46
UNSLA 13.66 9.68 0.59 0.48 0.79

Table 6. Results of TVT with different learning algorithms and probability values.

ERDE5 ERDE50 F1 ™ P

TVT-NB (p > 0.6) 13.59 8.40  0.50 0.37 0.75
TVT-NB (p >0.7) 1343 824 0.51 0.39 0.75
TVT-NB (p > 0.8) 13.13  8.17 0.54 0.42 0.73
TVT-NB (p > 0.9) 13.07 8.35  0.52 0.42 0.69

TVT-NB(p=1) 12.38 9.84 0.42 0.50 0.37
TVT-RF (p > 0.6) 12.46 8.37 0.55 0.49 0.63
TVT-RF (p>0.7) 1249 852 0.55 0.50 0.62
TVT-RF (p >0.8) 12.30 895 0.56 0.54 0.58
TVT-RF (p>09) 1234  10.28 0.47 0.55 0.40

TVT-RF(p =1) 12.82 11.82  0.20 0.67 0.12

the ERDFE measures independently of the algorithm used to learn the model and
the probability used in the dynamic approaches. Most of the ERD E5 values are
low and in 7 out of 10 settings the ERD Exo values are lowest than the best re-
ported in the pilot task (UNSLA: 9.68). In this context, TVT achieves the best
reported FRDEs value up to now (12.30) with the setting TVT-RF (p > 0.8)
and the lowest ERD FE5g value (8.17) with the model TVT-NB (p > 0.8).

4 Conclusions and future work

In this article we present temporal variation of terms (TVT) an approach for
early risk detection based on using the variation of vocabulary along the different
time steps as concept space for document representation. TVT naturally copes
with the sequential nature of ERD problems and also gives a tool for dealing
with unbalanced data sets. Preliminary results with the eRisk 2017 data set
show a better performance of TVT in comparison to other successful semantic
analysis approach and the standard BOW representation. It also shows a robust
performance along different parameter settings and reaches the best reported
results up to the moment for ERDEs and ERD Es error evaluation measures.

As future work, we plan to apply the TVT approach to other problems that
can be directly tackled as ERD problems such as sexual predation and suicide



discourse identification. Our first option to work will be the corpus used in the
PAN-2012 competition on sexual predator identification [5] which shares several
characteristics with the data set used in the present work such as the sequentially
of data, unbalanced classes and the requirement of detecting the minority class
(predator) as soon as possible, among others.

TVT is explicitly based on the enrichment of the minority class with new
concepts derived from the partial information obtained from the initial chunks.
However, some improvements can be achieved by also clustering the negative
class as proposed by [8] in author profiling tasks. We carried out some initial
experiments by combining TVT with the clustering of the negative class but
more study is required to determine how both approaches can be effectively
integrated. Besides, in the present work, the election of f = 4 mainly aimed
at obtaining balanced positive and negative classes. In future works, different f
values will be considered to see how they impact on the TVT’s performance.

TVT provides, as a side effect, an interesting tool for dealing with the unbal-
anced data set problem. We plan to apply TVT on unbalanced data sets that do
not necessarily correspond to the ERD field and comparing it against other well
known methods in this area, such as SMOTE [1]. Finally, it would be interesting
comparing the concept space used in our approach against other recent and ef-
fective representations based on word embeddings. In this context, it could also
be analysed how our concept space representation can be extended/improved
with information provided by those embeddings.
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