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Abstract. In this report, we summarize our solution to the ImageCLEF
2017 caption detection task. ImageCLEF’s concept detection task pro-
vides a testbed for figure caption prediction oriented systems using med-
ical concepts as sentence level descriptions for images, extracted from
the Unified Medical Language System (UMLS) dataset. The goal of the
task is to efficiently identify the relevant medical concepts from medi-
cal images as a predictor of figure captions. For representing the images
we used a very deep Convolutional Neural Network, namely ResNet–
152 pre-trained on ImageNet and a binary annotation of the concepts.
In the concept detection subtask, MedGIFT–UPB group occupied the
3rd place out of 9 groups. the proposed approach obtained the 12th po-
sition according to the f1 score (0.89) out of 20 participant runs (runs
without external resources). The paper presents the procedure employed,
and provides an analysis of the obtained evaluation results. The results
were showed the difficulty of the task when not using any other external
resources.
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1 Introduction

ImageCLEF4 is an image classification and retrieval benchmark that was founded
in 2003 and has been run every year since then [1, 2]. A medical task was added
in 2014 and has been held every year since then in varied forms [3].

The aim of the ImageCLEF [4] concept detection task is to assign to a
biomedical image extracted from scholarly articles of the biomedical open ac-
cess literature (PubMed Central), a set of medical concepts taken from a list of
20.463 possible pre-defined medical concepts. In this task, the participants are
given a large-scale noisy dataset of 164,614 training images and 10,000 validation
images associated with their corresponding labels, each of which corresponds to

4 http://www.imageclef.org/



a UMLS (Unified Medical Language System) concept. In the test phase, the par-
ticipants are requested to give to each of the 10,000 test images the labels of all
the medical concepts describing the image. The performance evaluation is done
at image level by computing the F-Measure for each image. For more details on
task setup and full participant results, please refer to [5].

The challenge we addressed in our participation was the semantic gap be-
tween captions (text) and the image. Thus, the scientific challenge was to exploit
these two types of information in order to automatically describe new medical
images without any other resources than the training images provided. Having
this in mind, we propose a flexible deep CNN that takes an arbitrary number of
hypotheses as the inputs and produce at output the ultimate multi-label predic-
tions. Our approach is based on visual features learned using a very deep Convo-
lutional Neural Network, namely ResNet–152 [6]. We pretrained the ResNet–152
using the ImageNet model as the initialization of the network with a Sigmoid
Cross Entropy Loss Layer in the train phase and Sigmoid layer in the test phase.
The labels were binarized using 1 for the relevant concepts and 0 for the other
concepts. Finally, we used a threshold over the scores to construct the concept
list for the test images.

The remainder of this paper is organized as follows: In Section 2, we investi-
gate the network from a model-selection and optimization perspective. Section 3
reports the experimental setup. In Section 4 we report the results of our runs
with respect to the top scores. Finally in Section 5 we present conclusions and
discuss current and future directions.

2 Method

To take full advantage of CNNs for multi-label image classification, in this paper
we propose a flexible deep CNN structure that takes an arbitrary number of hy-
potheses (concepts) as input. The proposed method uses the ResNet–152 CNN
and the ImageNet model as the initialization of the network. In the training
phase we used the Sigmoid Cross Entropy Loss Layer. For training we bina-
rized the labels using 1 for the relevant concepts and 0 for the rest. In the test
phase we used a Sigmoid layer which produces a probability distribution over
the class labels. Finally the network output gives the final multilabel scores that
are thresholded to construct the concept list for the test images.

2.1 Network Description

The ResNet implemented in this paper is based on He et al. [6] which achieved
state–of–the–art results in the ILSVRC [7] and COCO 2015 [8] competitions
obtaining first places in all main tracks. ResNet–152 is composed of a 152–layer
Residual Network having the following architecture (Table 1).

The central idea of ResNets is to solve the neural network tendency to obtain
higher training error as the depth increases due the gradient and training sig-
nals vanishing when they are propagated through many layers. This is done by



Table 1. ResNet-152 architecture.

Layer name Residual-Block No. of blocks

conv1 7 × 7(stride 2) × 1

max-pool 3 × 3(stride 2) -

conv1 1 × 1: 3 × 3: 1 × 1 × 3

conv2 1 × 1: 3 × 3: 1 × 1 × 8

conv3 1 × 1: 3 × 3: 1 × 1 × 36

conv5 1 × 1: 3 × 3: 1 × 1 × 3

adding skip connections that bypass a few convolutional layers at a time. Each
bypass generates a residual block in which the convolution layers predict a resid-
ual that is added to the block’s input tensor. The last layer of each residual block
is applied with a global batch normalization, with the beta and gamma param-
eters being set to trainable all throught-out. Following most CNN architectures,
Rectified Linear units (ReLU) are added after the BN layers.

We decided to start with ResNet–152 as a baseline due to the capacity of the
network to avoid negative outcome while increasing network depth.

2.2 Multi-Label Classification

Multi–label image classification is a practical problem, due to majority of real–
world images being with more than one object of usually different categories. To
tackle this problem we use a cross–entropy loss layer that is defined as:

L(X,Y ) = − 1

n

n∑
i=1

y(i) ln a(x(i)) +
(

1 − y(i)
)

ln
(

1 − a(x(i))
)

(1)

where, X =
{
x(1), . . . , x(n)

}
, is the set of input examples in the training dataset,

and Y =
{
y(1), . . . , y(n)

}
is the corresponding set of labels for these input exam-

ples. The a(x) represents the output of the neural network given input x. Each
of the y(i) is either 0 or 1, and the output activation a(x) is restricted to the
open interval (0, 1) by using a sigmoid.

3 Experimental Setup

The aim of the experiments described in this section was to not use external
resources for enriching the description of the medical images. Therefore, a single
kind of information was used: visual information. As the training dataset is
extremely small and the concept relations are relatively complex, as it can be
seen in Figure 1, training very deep CNNs is quite challenging. Deep features have
demonstrated that CNN models pre-trained on large–scale single–label datasets
with data diversity e.g., ImageNet, can be transferred to extract features for
other image datasets without many training samples.
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Fig. 1. Shows the number of samples per class.

Run 1: DET ResNet152 SCEL t 0.06.txt :
In this run we only used visual features learned using a very deep Convolu-

tional Neural Network. We build a 152-layer ResNet with 50 bottleneck residual
blocks. When input and output dimensions did not match, the skip connection
uses a learned linear projection for the mismatching dimensions, and an identity
transformation for the other dimensions.

Training In training, each image is resized into 256×256 pixels without crop-
ping. At each iteration, a mini-batch of 4 samples is constructed by sampling
4 training images from the dataset with the gradient being accumulated over
64 batches. The batches were formed by randomly shuffling the database with
the random seed parameter set to 45. We pre-trained the ResNet–152 using a
starting learning rate of 10−7 for weights, with a decay of 9−10. Optimization is
performed using Stochastic Gradient Descent (SGD), with a momentum of 0.9.
We executed 40 epoches in total and decreased the learning rate with a polyno-
mial decreasing policy at a power of 3. The network was trained using the Caffe
framework [9] running on an NVIDIA Quadro M4000.

Testing The output of the last fully-connected layer of the ResNet-152 is fed into
a c-way softmax that produces a probability distribution over the class labels.
In order to construct the concept list for each image, we defined a threshold. To



define an appropriate value for this threshold we performed an exploration by
using the validation dataset. In this run we assigned the best threshold found in
the exploration performed on the validation set (T = 0.06). This threshold was
used for all concepts and yields an F1 score of 0.104 on the validation set.

4 Results

In our participation, we submitted one run to the concept detection task. In this
section, we describe the run and compare the performance with other automated
runs that did not use any external sources.

In Table 2, it can be seen the performance of the proposed and the top tech-
niques for the caption detection subtask. The table reports scores corresponding
to the test set, from the metric proposed by the organizers. Our score is reported
by run1, which uses a threshold over the scores of the class labels.

Table 2. Selected subset of results from ImageCLEFcaption (2017) – concept detection
task. Comparison of our submitted run to top scores with no external resources.

Group Name Run type Mean F1 Score

Aegean AI Lab Automatic 0.158

Information Processing Laboratory Automatic 0.143

Information Processing Laboratory Automatic 0.141

MedGIFT-UPB Automatic 0.089

5 Conclusions

In this paper, we present a framework to address the multilabel image classifi-
cation problem. However, training a multilabel CNN is not applicable on noisy
datasets with a limited number of training samples due to the large number of
parameters to be learned. We show that a CNN pre-trained on single label image
datasets, e.g., ImageNet, can be transferred to tackle the multi-label problem. A
research direction is to introduce more aggressive data augmentation techniques
designed to improve the network generalization capabilities. Aligned with new
techniques to generate medical hypotheses, training a multi-label CNN on a
medical dataset would become more feasible. Still, the task at hand is clearly
very difficult without use of external resources.
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