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Abstract. One of the most recent opinion mining research directions falls in the
extraction of polarities referring to specific entities (called “aspects”) contained
in the analyzed texts. The detection of such aspects may be very critical espe-
cially when the domain which documents belong to is unknown. Indeed, while
in some contexts it is possible to train domain-specific models for improving the
effectiveness of aspects extraction algorithms, in others the most suitable solution
is to apply unsupervised techniques by making the used algorithm independent
from the domain. In this work, we implemented different unsupervised solutions
into an aspect-based opinion mining system. Such solutions are based on the use
of semantic resources for performing the extraction of aspects from texts. The
algorithms have been tested on benchmarks provided by the SemEval campaign
and have been compared with the results obtained by domain-adapted techniques.

1 Introduction

Opinion Mining is a natural language processing (NLP) task that aims to classify docu-
ments according to their opinion (polarity) on a given subject [36]]. This task has created
a considerable interest due to its wide applications in different domains like market-
ing, politics, and social sciences. Generally, the polarity of a document is computed
by analyzing the expressions contained in the full text by leading to the issue of not
distinguishing which are the subjects of each opinion. Therefore, the natural evolution
of the opinion mining research field has been focused on the extraction of all subjects
(“aspects”) from texts in order to make systems able to compute the polarity associated
to each aspect in an independent way [25]].

Let us consider the following example:

Yesterday, I bought a new smartphone.
The quality of the display is very good, but the buttery lasts too little.

In the sentence above, we may identify three aspects: “smartphone”, “display”, and
“battery”. Each aspect has a different opinion associated with it, in particular:

— “display” — “very good”

— “battery” — “too little”

— “smarthphone” — no explicit opinions, therefore its polarity can be inferred by
averaging the opinions associated with all other aspects.



Another important consideration related to this example is that it is easy to detect
which is the domain of the analyzed text. In this case, by assuming to have a training set,
it should be possible to build domain-specific models for supporting the extraction of
the aspects. However, this strategy is in contrast with two considerations coming from
real-world scenarios: (i) it is difficult to find annotated dataset related to all possible
domains, and (ii) in the same document, it is possible to have sentences belonging to
many domains by making the adoption of a domain-specific models not feasible.

To overcome these issues, we propose a set of unsupervised approaches based on
natural language processing approaches that do not rely to any domain-specific infor-
mation. The goal of this study is to provide techniques that are able to reach an effec-
tiveness comparable with supervised systems.

The paper is structured as follows. In Section[2] we provide an overview of the opin-
ion mining field with a focus on aspects extraction approaches. Section [3] presents the
natural language processing layer built for supporting the approaches described in Sec-
tions 4] and [5] Section [6]discusses the performance of each algorithm; while, Section 7]
concludes the paper.

2 Related Work

The topic of sentiment analysis has been studied extensively in the literature [31], where
several techniques have been proposed and validated.

Machine learning techniques are the most common approaches used for address-
ing this problem, given that any existing supervised methods can be applied to sen-
timent classification. For instance, in [35]], the authors compared the performance of
Naive-Bayes, Maximum Entropy, and Support Vector Machines in sentiment analysis
on different features like considering only unigrams, bigrams, combination of both,
incorporating parts of speech and position information or by taking only adjectives.
Moreover, beside the use of standard machine learning method, researchers have also
proposed several custom techniques specifically for sentiment classification, like the use
of adapted score function based on the evaluation of positive or negative words in prod-
uct reviews [[10]], as well as by defining weighting schemata for enhancing classification
accuracy [33].

An obstacle to research in this direction is the need of labeled training data, whose
preparation is a time-consuming activity. Therefore, in order to reduce the labeling ef-
fort, opinion words have been used for training procedures. In [49] and [42]], the authors
used opinion words to label portions of informative examples for training the classifiers.
Opinion words have been exploited also for improving the accuracy of sentiment clas-
sification, as presented in [32], where a framework incorporating lexical knowledge in
supervised learning to enhance accuracy has been proposed. Opinion words have been
used also for unsupervised learning approaches like the one presented in [48]].

Another research direction concerns the exploitation of discourse-analysis tech-
niques. [46] discusses some discourse-based supervised and unsupervised approaches
for opinion analysis; while in [S0], the authors present an approach to identify discourse
relations.

The approaches presented above are applied at the document-level[[12)37143120],
i.e., the polarity value is assigned to the entire document content. However, in some



case, for improving the accuracy of the sentiment classification, a more fine-grained
analysis of a document is needed. Hence, the sentiment classification of the single sen-
tences, has to be performed. In the literature, we may find approaches ranging from the
use of fuzzy logic [[19018!38] to the use of aggregation techniques [8L9]] for computing
the score aggregation of opinion words. In the case of sentence-level sentiment classi-
fication, two different sub-tasks have to be addressed: (i) to determine if the sentence is
subjective or objective, and (ii) in the case that the sentence is subjective, to determine if
the opinion expressed in the sentence is positive, negative, or neutral. The task of classi-
fying a sentence as subjective or objective, called “subjectivity classification”, has been
widely discussed in the literature [2145I52] and systems implementing the capabilities
of identifying opinion’s holder, target, and polarity have been presented [[1]. Once sub-
jective sentences are identified, the same methods as for sentiment classification may
be applied. For example, in [24] the authors consider gradable adjectives for sentiment
spotting; while in [29/44] the authors built models to identify some specific types of
opinions.

In the last years, with the growth of product reviews, the use of sentiment analysis
techniques was the perfect floor for validating them in marketing activities [[16]]. How-
ever, the issue of improving the ability of detecting the different opinions concerning the
same product expressed in the same review became a challenging problem. Such a task
has been faced by introducing “aspect” extraction approaches that were able to extract,
from each sentence, which is the aspect the opinion refers to. In the literature, many
approaches have been proposed: conditional random fields (CRF) [27], hidden Markov
models (HMM) [28]], sequential rule mining [30]], dependency tree kernels [53]], clus-
tering [47]], and genetic algorithms [[14]. In [41]], a method was proposed to extract both
opinion words and aspects simultaneously by exploiting some syntactic relations of
opinion words and aspects.

A particular attention should be given also to the application of sentiment analysis
in social networks [13]]. More and more often, people use social networks for expressing
their moods concerning their last purchase or, in general, about new products. Such a
social network environment opened up new challenges due to the different ways people
express their opinions, as described by [2]] and [3]], who mention “noisy data” as one of
the biggest hurdles in analyzing social network texts.

One of the first studies on sentiment analysis on micro-blogging websites has been
discussed in [23], where the authors present a distant supervision-based approach for
sentiment classification.

At the same time, the social dimension of the Web opens up the opportunity to
combine computer science and social sciences to better recognize, interpret, and process
opinions and sentiments expressed over it. Such multi-disciplinary approach has been
called sentic computing [6l]. Application domains where sentic computing has already
shown its potential are the cognitive-inspired classification of images [3]], of texts in
natural language, and of handwritten text [51].

Finally, an interesting recent research direction is domain adaptation, as it has been
shown that sentiment classification is highly sensitive to the domain from which the
training data is extracted. A classifier trained using opinionated documents from one
domain often performs poorly when it is applied or tested on opinionated documents
from another domain, as we demonstrated through the example presented in Section [T}
The reason is that words and even language constructs used in different domains for



expressing opinions can be quite different. To make matters worse, the same word in
one domain may have positive connotations, but in another domain may have negative
ones; therefore, domain adaptation is needed. In the literature, different approaches re-
lated to the Multi-Domain sentiment analysis have been proposed. Briefly, two main
categories may be identified: (i) the transfer of learned classifiers across different do-
mains [4134154]], and (ii) the use of propagation of labels through graph structures [40.26119115I].

All approaches presented above are based on the use of statistical techniques for
building sentiment models. The exploitation of semantic information is not taken into
account. In this work, we proposed a first version of a semantic-based approach preserv-
ing the semantic relationships between the terms of each sentence in order to exploit
them either for building the model and for estimating document polarity. The proposed
approach, falling into the multi-domain sentiment analysis category, instead of using
pre-determined polarity information associated with terms, it learns them directly from
domain-specific documents. Such documents are used for training the models used by
the system.

3 The Underlying NLP Layer

A number of different approaches has been tested in order to accomplish aspect extrac-
tion task. Each one uses different functionalities offered by the Stanford NLP Library
but every technique is characterized by a common preliminary phase.

First of all, WordNe [22] resource is used together with Stanford’s part of speech
annotation to detect compound nouns. Lists of consecutive nouns and word sequences
contained in Wordnet compound nouns vocabulary are merged into a single word in
order to force Stanford library to consider them as a single unit during the following
phases.

The entire text is then fed to the co-reference resolution module to compute pronoun
references which are stored in an index-reference map.

The next operation consists in detecting which word expresses polarity within each
sentence. To achieve this task SenticNe [71, General Inquirer dictionaryE] [39] and
MPQAE] [[11] sentiment lexicons have been used.

While SenticNet expresses polarity values in the continuous range from -1 to 1, the
other two resources been normalized: the General Inquirer words have positive values of
polarity if they belong to the “Positiv”’ class while negative if they belong to “Negativ”
one, zero otherwise, similarly, MPQA “polarity” labels are used to infer a numerical
values. Only words with a non-zero polarity value in at least one resource are considered
as opinion words (e.g. word “third” is not present in MPQA and SenticNet and has a
0 value according to General Inquirer, consequently, it is not a valid opinion word;
on the other hand, word “huge” has a positive 0.069 value according to SenticNet, a
negative value in MPQA and 0 value according to General Inquirer, therefore, it is a
possible opinion word even if lexicons express contrasting values). Every noun (single
or complex) is considered an aspect as long as it’s connected to at least one opinion

3 https://wordnet.princeton.edu/

4 http://sentic.net/

3 http://www.wjh.harvard.edu/ inquirer/spreadsheet_guide.htm
® http://mpqa.cs.pitt.edu/corpora/mpqa_corpus/



and it’s not in the stopword list. This list has been created starting from the “Onix” text
retrieval engine stopwords lis and it contains words without a specific meaning (such
as “thing”) and special characters.

Opinions associated with pronouns are connected to the aspect they are referring to;
instead, if pronouns reference can’t be resolved, they are both discarded.

The main task of the system is, then, represented by connecting opinions with pos-
sible aspects. Two different approaches have been tested with a few variants. The first
one relies on the syntactic tree while the second one is based on grammar dependencies.

The sentence “I enjoyed the screen resolution, it’s amazing for such a cheap laptop.”
has been used to underline differences in connection techniques.

The preliminary phase merges words “screen” and “resolution” into a single word
“Screenresolution” because they are consecutive nouns. Co-reference resolution mod-
ule extracts a relation between “it” and “Screenresolution”. This relation is stored so that
every possible opinion that would be connected to “it” will be connected to “Screenres-
olution” instead. Figure[I| shows the syntax tree while Figure [2]represents the grammar
relation graph generated starting from the example sentence. Both structures have been
computed using Stanford NLP modules (“parse”, “depparse”).

RﬂOT
/_m
s ; NP VP .
N|F' /VP\ ) PRP  VBZ ADJP
PTF VTD e i‘t ‘ J PP
| enjoyed DT NTP amazing IN/\NP
the Screenresolution “L POT oT 3 NN
such a cheap laptop

Fig. 1: Example of syntax tree.
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Fig. 2: Example of the grammar relations graph.

7 The used stopwords list is available at http://www.lextek.com/manuals/onix/stopwords1.htm]



4 Unsupervised Approaches - Syntax-Tree-Based Approach

These typologies of approaches are based on syntax tree structures created by Stanford
NLP library. In order to explain how the algorithms connect opinion with aspects a few
definition are needed:

— “Intermediate node”: tree node which is not a leaf;
— “Sentence node”: intermediate node labeled with one of the following:
ROQT - Root of the tree
S - Sentence
SBAR - Clause introduced by a (possibly empty) subordinating conjunction
SBARQ - Direct question introduced by a wh-word or a wh phrase
SQ - Inverted yes/no question or main clause of a wh-question
SINV - Inverted declarative sentence
PRN - Parenthetical

o FRAG - Fragment
— “Noun Phrase node”: intermediate node labeled with NP tag

Approaches differ in rules adopted for associating intermediate nodes that define
how aspects are extracted by starting from their child nodes.

Approach 1.1 Each polarized adjective is connected with each possible aspect in the
same sentence.

Figure [3] shows she propagation of aspects and opinion in the tree with red lines
representing propagation of aspects, blue lines for opinions and purple ones when both
are propagated to the upper level.

NP VP ) VBZ ADJP .

[PrP ] vED NP it 's [I] PP

| enjoyed DT [NNP ] amazing IN/\NP

for PDT

such a cheap laptop

the  Screenresolution

Fig. 3: Parser tree generated by the approach 1.1.

Within the sub-sentence “I enjoyed the Screenresolution” only aspects are detected,
consequently, once the Sentence Level node is reached, no connection is done. On the
other hand, both polarized adjectives “cheap” and “amazing” are propagated until they
reach the top sentence node together with “it” and “laptop” aspects, then, they are con-
nected with each other.

The results are shown in Figure



screen |
resolution

Fig. 4: Relationships generated by the approach 1.1.

Approach 1.2 Each polarized adjective is connected to each possible aspect within the
same sentence or noun phrase.
Influences of this variant are underlined in Figure [5 with the same notation.

NP vP . VBZ ADJP .

[Prp | vBD NP it s PP

| enjoyed DT [NNP ] amazing IN NP

the Screenresolution

for PDT

such a cheap laptop

Fig. 5: Parser tree generated by the approach 1.2.

Even if extracted aspects are the same, the opinion “cheap” is associated only with
the name “laptop” as shown in Figure 6]

screen |
resolution

Fig. 6: Relationships generated by the approach 1.2.

Approach 1.3 When both aspects set and opinion words set related to a node are not
empty, each opinion word is connected to the related aspect and removed from the



opinion words set. Opinion words and possible aspects are removed anyway in sentence
nodes.
Figure [/|shows the effects of the association rules mentioned above.

NP VP . VEZ ADUP '

[PrE_] vBD NP it ‘s [0 ] PP

I enjoyed D‘T [NNP ] amazing IN/\NP

the Screenresolution for POT

such a cheap laptop

Fig. 7: Parser tree generated by the approach 1.3.

Once again, even if aspects extracted are the same, the connections are different

(Figure [g).

screen . ]
resolution v—{ s }'—{ amazing ‘
‘ laptop }——{ cheap ‘

Fig. 8: Relationships generated by the approach 1.3.

S Unsupervised Approaches - Grammar-Dependencies-based
Approach

The other set of approaches proposed in this paper exploits grammar dependencies
instead of syntax tree to detect aspect-opinion associations. Grammar dependencies
computed by Stanford NLP modules (which are represented by the labeled graph in
picture [1.2]) can be expressed by triples: { Relationtype, Governor, Dependant}.
One of the most important difference with the previous methodology is represented by
the possibility of detecting opinion expressed by word that are not adjectives (such as
verbs that are considered by approaches 2.2 and 2.3). Different approaches have been
tested in order to detect which kind of triple can be interpreted as a connection between
an opinion word and a possible aspect.



Approach 2.1 The following two rules are implemented:

Rule 1: Each adjectival modifier (amod) relation expresses a connection between
an aspect and an opinion word if and only if the governor is a possible aspect and the
dependant is a polarized adjective.

Rule 2: Each nominal subject (nsubj) relation expresses a connection between an
aspect and an opinion word if and only if the governor is a polarized opinion and the
dependant is a possible aspect.

Figure [OJunderlines aspect-opinion connections mined through the process.

;dobi -| Screenresolution } dmw-‘ the |

nsubj |

Fig. 9: Parser tree generated by the approach 2.1.

Resulting aspects are shown in Figure[T0]

screen - ;
resolution v—{ it }'—{ amazing ‘
‘ laptop }-—{ cheap ‘

Fig. 10: Relationships generated by the approach 2.1.

Approach 2.2 The Rules “1” and “2” are both used, in addition a third rule is introduced:
Rule 3: Each direct object (dobj) relation expresses a connection between an aspect
and an opinion word if and only if the governor is a polarized word and the dependant
is a possible aspect.
Figure [[T]and[I2]shows the results of the aspect detection process with the addition
of the direct object relation.

Approach 2.3 The Rules “1” and “3” are both used, while Rule “2” is changed as
follows:

Rule 2.1: Each nominal subject (nsubj) relation expresses a connection between an
aspect and an opinion word if and only if the governor is a polarized word and the
dependant is a possible aspect.

Figure[I3]|shows results of the modification of the rules. Even if the relation between
“enjoyed” and “I” is detected, “I” is not considered as a valid aspect since it’s has an
unresolved reference in the current context.
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Fig. 11: Parser tree generated by the approach 2.2.

screen ]
resolution ST
it amazing
laptop cheap

Fig. 12: Relationships generated by the approach 2.2.

Results are the same as the previous example (Figure[14)).

6 Evaluation

In this Section, we present the evaluation of the proposed system performed by follow-
ing the DRANZIERA protocol [17]. Each approach has been tested on two datasets
provided by the Task 12 of SemEval 2015 evaluation campaign, namely “Laptop” and
“Restaurant”. To evaluate results a notion of correctness has to be introduced: if the ex-
tracted aspects is equal, contained or contains the correct one, it’s considered to be cor-
rect (for example if the extracted aspect is “screen”, while the annotated one is “screen
of the computer” or vice versa, the result of the system is considered to correct). Here,
we focus our evaluation on two perspectives:

— Aspect extraction. The main task in charge to the system is the extraction of aspects
from text. Such a task is important for defining, later in the analysis process, which
aspects are the most significant ones. This evaluation task focused on measuring
the effectiveness of the aspect-extraction approach.

— Polarity detection. The computation of the aspect’s polarity enables the detection of
which product features are strong or weak. The sentiment component is in charge
of inferring the polarity of each aspect given the context in which such an aspect
is included. Here, we measured the capability of the system of inferring the correct
polarity.
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Fig. 13: Parser tree generated by the approach 2.3.
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Fig. 14: Relationships generated by the approach 2.3.

6.1 Evaluation on Aspect Extraction

Table[T]reports the results obtained by our approach on the aspect extraction benchmark
used in SemEval 2015 Task 12. The algorithm has been tested on the “Restaurant” and
“Laptop” datasets respectively. The overall performance are in line with the best sys-
tems participating in the evaluation campaign and, on the “Laptop” dataset, our aspect
extraction approach recorded the best precision and F-measure. It is also important to
highlight that all the systems we compared to, apply supervised approaches for extract-
ing aspects, while our approach implements an unsupervised technique. This way, it
is possible to implement the system in any environment without the requirement of
training a new model.

Concerning the “Restaurant” domain, the gap between our approach and the best
ones is given by the conservative strategy implemented for extracting aspects. One of
the most common issue in unsupervised aspect-based approach is the extraction of false
positive aspects [?]. The major consequence of such issue is the poor effectiveness of
modules exploiting the outcome of the aspect extraction component. Unfortunately, the
adoption of a conservative strategy leads to lower recall values. However, the latter is a
preferable solution by considering the massive use of the aspects in the other compo-
nents of the platform.



Table 1: Results obtained on the aspect extraction task, for the “Restaurant” and “Lap-
top” datasets, on the SemEval 2015 benchmark. For each dataset, we reported Precision,
Recall, and F-Measure. Acronyms refer to the systems participated in the SemEval 2015
competition.

Restaurant Laptop

System Acronym Precision|Recall F-Measure Precision|Recall F-Measure
IHS-RD-Belarus | 0.7095 |0.3845| 0.4987 0.5548 |0.4483| 0.4959
LT3 pred 0.5154 ]0.5600| 0.5367 - - -
NLANGP 0.6385 [0.6154| 0.6268 0.6425 ]0.4208| 0.5086
sentiue 0.6332 ]0.4722| 0.5410 0.5773 ]0.4409| 0.5000
SIEL 0.6440 [0.5135] 0.5714 - - -
TIUdeM 0.4782 ]0.5806| 0.5244 0.4489 10.4820| 0.4649
UFRGS 0.6555 ]0.4322| 0.5209 0.5066 [0.4040| 0.4495
UMDuluth 0.5697 [0.5741] 0.5719 - - -
V3 0.4244 10.4129| 0.4185 0.2710 ]0.2310] 0.2494
SYSTEM 0.6895 ]0.5368| 0.6036 0.6702 [0.4157| 0.5131

6.2 Evaluation on Polarity Computation

Table |2 reports the results of the polarity computation technique. The approach has
been evaluated on the two datasets mentioned above. Here, we measured the accuracy
of the polarity detection algorithm: given the set of opinion words associated with an
aspect, such a polarity is computed by aggregating the fuzzy polarities of each opin-
ion words. Results demonstrated the effectiveness of the polarity detection techniques
implemented within the system by obtaining the best performance on the “Laptop”
dataset, and the third best one on the “Restaurant” dataset. After a detailed analysis of
the results, we noticed that the reason for which our approach performs better on the
“Laptop” dataset is due to the simple language used for describing product features. In-
deed, in the “Restaurant” dataset opinions are expressed in a more articulated way and
sometimes the approach fails to detect the right polarity. Improvements in this direction
will be part of the future work.

7 Conclusions

In this paper, we presented a set of unsupervised approaches for aspect-based sentiment
analysis. Such approaches have been tested on two SemEval benchmarks: the “Laptop”
and “Restaurant” datasets used in the Task 12 of SemEval 2015 evaluation campaign.
Results demonstrated how without using learning techniques the results can be compa-
rable with the ones obtained by trained systems. Future work includes refinement of the
proposed approaches in order to make them suitable for real-world implementation.



Table 2: Results obtained concerning the computation of polarities associated with sin-
gle aspects on the SemEval 2015 benchmark. For each dataset, we reported the accuracy
obtained in computing polarities (“positive”, or ‘“negative”). Acronyms refer to the sys-
tems participated in the SemEval 2015 competition.

System Acronym |Acc. “Restaurant”|Acc. ‘“Laptop”
ECNU 0.7810 0.7829
EliXa 0.7005 0.7291
Isislif 0.7550 0.7787
LT3 0.7502 0.7376
sentiue 0.7869 0.7934
SIEL 0.7124 -
SINAI 0.6071 0.6585
TIUdeM 0.6887 0.7323
UFRGS 0.7171 0.6733
UMDuluth 0.7112 -
V3 0.6946 0.6838
wnlp 0.7136 0.7207
SYSTEM 0.7794 0.8589
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