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Abstract: Data Mining techniques are widely applied
to build models in the form of rules, decision tress or
graphs. Some most successful techniques include algo-
rithms for decision tree induction (with ID3, C4.5, C5.0
being the most prominent examples), frequent pattern min-
ing (e.g. the Apriori algorithm for association rules min-
ing) or Directed Acyclic Graphs for causal probabilis-
tic modeling (the Bayesian Networks). In the domain of
Fuzzy Sets there are approaches covering the experimen-
tal data (e.g. the Hao-Wang algorithm). Some more math-
ematically advanced tools incorporate Rough Sets Theory,
Granular Sets, or approximation tools.

Such techniques, although useful in practice, are limited
to discover the shallow knowledge only. They are based
on efficient grouping techniques, relative frequency, or es-
timated probabilistic distributions. In general, they quite
often answer the question “how does the system behave?”
in terms of input-output relation, but unfortunately do not
explain “why the systems behaves in a specific way” —
with reference to it internal structure and components.

In contrast to widely explored popular Data Mining
tools and techniques, the presentation is focused on inves-
tigating the phenomenon of causality and exploration of
the paradigm of Model-Based Reasoning. An attempt is
made to describe the idea of causal rules and functional
dependencies on strictly logical background. The main
focus is on modeling and discovering deep, causal knowl-
edge, including the internal structure and components be-
havior of analyzed systems. Such a deep causal knowl-
edge allows for different modes of Model-based Reason-
ing: deduction can be used to model expected system be-
havior, abduction can be used for analysis and diagnostic
reasoning, and consistency-based reasoning can be used
for structure discovery. As a tool we employ Constraint
Programming. It seems that the presented approach can
contribute to an interesting extension of the current Ma-
chine Learning capabilities.
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