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Abstract: The bottleneck of event recommender systems
is the availability of actual, up-to-date information on
events. Usually, there is no single data feed, thus informa-
tion on events must be crawled from numerous sources.
Ranking these sources helps the system to decide which
sources to crawl and how often. In this paper, a model for
event source evaluation and ranking is proposed based on
well-known centrality measures from social network anal-
ysis. Experiments made on real data, crawled from Bu-
dapest event sources, shows interesting results for further
research.

1 Introduction

Tourist event recommender systems need a big amount of
data, preferably all events around a particular location. In
order to get that data we need the organizers to upload ev-
ery new event what they organize/create/host to the appli-
cation which handles the data. It can be the recommender
application or just a backed application where the organiz-
ers would want to be shown. If the previous solution is not
acceptable or the organizers would not put enough effort to
do it, then the recommender system lacks of information
and cannot work as good as expected.

The other solution would be to find a feed which con-
tains the upcoming events from each location. Unfortu-
nately there are no feeds like that, feeds can be found
about one particular topic or location’s events that can be
crawled as well, but do not satisfies the tourist event rec-
ommender systems need. There are almost good sources
for one or two big cities in the USA, but that is not scalable
if the system would expect every city or town to have their
own feed like those.

The only solution for the current situation is to collect
the information about the events semi-automatically from
numerous sources through a data crawler engine. These
event sources (denoted “sources” in the rest of the paper)
can be on a different level in usefulness, some of them can
be completely redundant for the system, because the same
information about its events is already crawled. Others can
upload informations or new events very rarely, so it is not
worth to check them often. Quality differences can be dis-
covered through the observation of the different sources.
In order to save computational resources, or when a system
reaches its limit, the import method have to rank sources
in the queue, but how could it decide which one to rank

higher? What happens if it ranks a source which played a
very important role in the system very low? These sources
have to be evaluated and indexed according to their impor-
tance related to our purposes.

As it is mentioned in [14], WIEN [7], XWRAP [9],
STALKER [5], NoDoSe [1] and BYU [4] is a selec-
tion of the well-known often-quoted solutions for Web
Data Extraction (WDE). In the past few years new ap-
proaches were published like FiVaTech [6], FiVaTech2 [2],
NEXIR [12], AutoRM [13] and OXPath [15]. The last
one is a wrapper language which has an optimized syn-
tax for making the description of the WDE task easier.
It also supports Javascript or CSS3 transitions, most of
the modern Document Object Model (DOM) modifica-
tion triggers and it can recognize Drag-and-Drop features
as well. Pagination is a problem from the dynamic web
pages, for that, link extraction is needed. OXPath and
other solutions can handle that problem already. Unfor-
tunately to write OXPath expressions and maintain them
is costly, and involves much effort, thus it is not scaling
well. DIADEM [16] utilized OXPath to give wrapper gen-
erators, which is a step closer to the right solution but
they do not provider deep insight into it. An other wrap-
per language called NEXIR has been created for covering
the whole WDE process, with pagination, data extraction
and integration. The problem of scaling is not solved with
wrapper languages either. FiVaTech and its improved ver-
sion FiVaTech2 provide a page-level extraction approach
which utilizes different DOM-based information to build
up a wrapper. FiVaTech therefore utilizes tree matching,
tree alignment and mining techniques to identify a tem-
plate from a set of pages. FiVaTech2 improves the node
recognition by including node specific features, such as vi-
sual information, DOM tree information, HTML tag con-
tents, id-s and classes. It is clearly visible, that a ranking
system is needed to be able to differentiate between solu-
tions, ARIEX [10] is a defined framework for ranking data
and information extractors and solves a specific problem,
with comparing different approaches. Other missing ap-
proach is to make ranking between data sources, not the
approaches. When we talk about scalability, until we do
not have a general solution for the problem, we can limit
the scaling by finding the way of ranking the sources and
leave out the unnecessary ones. There is no such publi-
cation or solution available for the public, so we take this
approach in this research. For reaching the results, a bipar-
tite graph can be used and social network analysis methods
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on it. The importance of centrality measures and social
network analysis methods are discussed in [11].

An approach to event data source evaluation and rank-
ing, using network centrality measures, is presented in the
following section, followed by the description of a small
proof-of-concept preliminary experiment.

2 The Proposed Model

For evaluation of sources we are considering the following
attributes:

• Uniqueness of events contained in the source

• Number of events the source contains

• The importance of the source w.r.t. the other sources

• Freshness of events in the source

• Location of events contained in the source

The decision was to represent sources and events in a
bipartite graph, where events and sources are both ver-
tices and their connection is represented with edges. Thus,
well-known centrality measures from social network anal-
ysis [8] can be utilized to compute the above mentioned
attributes of sources.

2.1 Uniqueness

To get an indicator like uniqueness, different approaches
could be considered. The first point is to find those
sources, which has at least one unique event. If a source
has a unique event, it is important information for the
model, because it means, that if we lose that source, than
we cannot get those unique events from other sources. For
the purpose of finding those sources, the algorithm should
go through and check the cardinality of each event and
source as well.

For the unique event calculation, the cardinality of
sources are less important than the cardinality of events.
If an event can be found just in one source, that means that
source is irreplaceable. Of course we cannot ignore the
fact that probably the system should be able to make dif-
ference between sources which do not have unique events:
It is because if one of the sources which has a lot of
events, both unique and not, becomes unreachable or stops
working than it is predictable that it will cause uniqueness
changes in the graph.

The way of computing the uniqueness, illustrated in the
algorithm 1, works as follows:

It creates a copy of the whole graph and checks for the
lowest cardinality event (if there are more, then it picks a
random one). It chooses one of its sources and increasing
that source’s uniqueness index. Then, it is going though
all of the events of that source and deleting them one by
one. When this step finished the source with no cardi-
nality becomes deleted as well. These steps from picking

the lowest cardinality event repeating until all the event
vertices disappear from the copied graph. Then the whole
loop is repeated 100 times to make the result smoother and
the indicators to converge to the correct value (this step is
necessary because of the random pick). In the end, to get
the indicators between 0 and 1, we have to divide them
with one hundred. The repetition time can be increased or
decreased to make the result even smoother or make the
algorithm run faster.

With this approach there will be differences between the
sources which does not have any unique event, so the issue
is solved with this solution.

An other issue is that sometimes to download often
all the unique event holder sources the resources are
not enough, that is why we need to distinguish between
sources which has unique events to be able to choose the
most valuable of them.

The other reason why is it needed to make a difference
between unique event holder sources is, that if the sources
would know the algorithm they could just try to avoid to be
left out or get low ranking and they would trick the system
with fake unique events. This happened with Google in-
dexing, called black hat search engine optimization, where
fake back links and meta keywords were embedded in sites
to increase their position in the search results.

An approach for handling these issues is to make an
additional variable, the distinguisher, added to the pre-
viously calculated indicators, defined as

distinguisher(s) =
u

uall
∗ 1

1+ e−(u−u)
(1)

where s denotes the source, uall is the sum of all unique
events in the graph, u is the sum of all unique events of
the source and u is the average unique events for sources
in the whole graph.

The sigmoid function in the second part of the equa-
tion handles outliers such that this step just have to dis-
tinguish between unique event holders, while not making
big differences, just make a ranking. Using a sigmoid
function, the differences between unique event holders are
smoothed out while keeping the ranking.

2.2 Degree and Betweenness

To compute the number of events contained in the source
a simple centrality measure, the degree, of the source (as
a vertex in the graph) is used. Basically, the degree of the
source is the number of events it contains.

An other, important, property of the source is its be-
tweenness. It is a measure, which shows how important is
the position of that particular vertex (source) in the whole
network, and is computed as

betweenness(v) = ∑
u6=v6=t

nspv(u, t)
nsp(u, t)

(2)

where u and t are vertices not equal with v and nsp(u, t)
is the number of the shortest paths form u to t and the
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Algorithm 1 Uniqueness
1: procedure UNIQUENESS(copy of graph)
2: while size of events > 0 do
3: e← minCardinalityEvent(events)
4: s← randomPick(sources containing e)
5: increaseIndicator(originalDatasource(s))
6: for all a ∈ getevents(s) do
7: delete(a)
8: end for
9: delete(s)

10: end while
11: indicators = {indicator(s1), indicator(s2), . . .
12: . . . , indicator(sn)}
13: for all i ∈ indicators do
14: i = i + distinguisher(s)
15: end for
16: return indicators
17: end procedure

nspv(u, t) is the number of shortest paths between the
nodes, which goes through v vertex [17]. In our case it
is used for showing how important is a source for events
and find events which has high betweenness. That means
that an event is connecting sources and we can observe if
that is the only event which makes the source less unique
or there are more of these high betweenness events in its
list of events. If there is more than one of those, then we
should observe if the events are connected between only
the same sources, or they are distributed: it means that the
source can be the connection between more sources and it
can be a feed as well, which provides important informa-
tion even if it does not have any unique events.

It is important to know for us which are the nodes within
betweenness centrality. It is because it shows those nodes
which can be concert halls, clubs or concert venues, fo-
rums, etc., collecting events of different artists. If a source
is such an event collector, it can leads us to the decision,
that even if it does not have unique events, it is very im-
portant for the model, because it can post new events from
a new artist whose website is not crawled yet by us.

2.3 Location

From the previous properties, we can already make good
measurements and propose an ranking, but there are other
relevant informations, which can be important in some
cases, such as keeping the data up to date or focusing on
different areas or performance optimization. Location is
not focusing on exact locations in this measure, just trying
to decide what distance is worth to travel for the tourists.

In the preliminary experiment, using the Budapest
events dataset, big part of the events are inside the smaller
ring road (tram line 4–6) as illustrated in the Figure 1. For
this measure we need to observe if the source is having
events on the same location most of the time, or its events
are at different locations, usually. If events are at the same

Figure 1: Locational data aggregated into hash areas in
Budapest

location then the task is easy, i.e. find the relevance bor-
ders for the recommender and divide the area into circles
and give points according to that. The other case is when
most of the events have different locations, then the algo-
rithm should calculate the center of the locations (carefully
with the outliers) and give the score according to that.

2.4 Actuality

Freshness is a binary function [3] that measures whether
the downloaded local copy is accurate according to the live
page. The freshness of a page p in the repository at time
t is defined as Fp(t) = 1 if p is equal to the local copy at
time t, and, Fp(t) = 0, otherwise.

Age is a measure, which indicates how outdated the
downloaded copy is. The age of a page p in the reposi-
tory, at time t is defined as Ap(t) = 0 if p is not modified
at time t, and, Ap(t) = t−mt(p), otherwise, where mt(p)
is the last modification time of p.

With the help of these functions, the scheduler can cal-
culate how often a page is usually updating the content, or
in other words, how ofter is the downloaded copy gets out-
dated. The frequency information can tell us from differ-
ent sources for the same event, which one of them posted
it earlier or which one is posting more frequently. That
information can influence the importance result. As an ex-
ample it can be important to know if an event is canceled
or changed its information like the location or the start-
ing time. For applications where to be up to date with
event informations is crucial the freshness property can be
weighted more.

2.5 The Evaluation Model

This different attributes introduced in the previous chap-
ters are aggregated to a final evaluation or ranking model
of sources as follows:

Rank(s) = w1U(s)+w2D(s)+w3
1

B(s)
+w4A(s)+w5L(s)

(3)

220 B. Horváth, T. Horváth



where w = {w1,w2,w3,w4,w5} are the weights which will
change according to the application’s needs, and s is the
current source what the algorithm is evaluating/ranking
while U , D, B, A and L refer to the uniqueness, degree,
betweenness, actuality and location of the source, respec-
tively. The weighting is important, because there can be
application which has a goal of getting all the events or as
much as possible. Others can focus on performance to be
able to offer trust worth fast running applications on the
crawled data, and that is not harming it, if it cost some
percent of the events.

3 Preliminary Experiments

251 event sources were crawled from the Web and Face-
book event pages (using the Facebook Graph API), result-
ing in more than 1500 events (after the unification of the
duplicate events). All the events crawled were from Bu-
dapest including concerts, museums, galleries, etc. The
events were located mainly in the city center as can be
seen in the figure 1.

The final experiments on the uniqueness part of the
model were made on a dataset, where data were crawled
from Facebook pages’ events and clubs and museums
websites. We had to consider all the possible future cases,
so we made test sources as well like a complete copy of a
website data, or partial copies, copies which are more im-
portant than some Facebook pages and vice versa, etc. The
distinguisher is not rounded because it still should be able
to make difference between sources even if the difference
is smaller. In opposite of the other case where we calcu-
late the uniqueness function on the sources, it is better to
round that number, because we do not have to make too
much loops to make it smoother.

A part of the result on uniqueness is illustrated on the
figure 2. As can be seen, the “bjc.hu” and its copy “copy-
ofbjc” do not have a distinguisher number, because they
do not hold any unique event, obviously because they are
copies of each other. So the highest number of non unique
event holders is 0.5. If their event can be found in more
than one other sources, then the number decreases.

Figure 3 shows an example, from of our experiments,
with seven sources and their events. It is obvious that
events’ distances are very different from their sources. De-
spite these distances are not connected to the similarity of
the source and the event, they represent how similar the
events are. As we see in the middle, couple of the events of
the big source in the middle are very far away from the oth-
ers, but they are also connected to the other two sources.
Those events are Jazz lessons with a famous artist and all
the other events are Jazz concerts with different artists.

4 Conclusions

A work-in-progress research was introduced in the paper
focusing on ranking and evaluation of event data sources.

Figure 3: Visualization on 7 sources

The approach utilized well-known centrality measures
from social network analysis what is, according to the best
knowledge of the authors, the first attempt for event source
evaluation.

The proposed model is quite general and can be easily
modified to specific use-cases and domains. Experiments
on real-world data crawled from Budapest event websites
as well as Facebook pages show interesting results and
promising future research directions.

Evaluating Data Sources for Crawling Events from the Web 221



Figure 2: Partial result of running the uniqueness method
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