
Body measure-aware fashion product recommendations:
evaluating the predictive power of body scan data

Alexander Piazza
University of Erlangen-Nuremberg

Institute of Information Systems
Lange Gasse 20

Nuremberg 90403
alexander.piazza@fau.de

Jochen Süßmuth
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ABSTRACT
Fashion product consumer are faced with large and fast changing
product o�erings. �e fashion purchase decision process is complex,
as the consumer has to consider various in�uencing factors like cur-
rent fashion trends, what fashion products �t to their personality,
and what products �t to their physical appearance like hair colors
or body measures. Based on novel technologies, 3D body avatars
can be reconstructed from 3D or 2D data. From these avatars, body
measures can be determined. �e objective of this research is to
investigate the predictive performance of body measures extracted
from a 3D body scanner for predicting fashion item preferences.
�erefore, item preferences and body scans from 200 users were
collected. From the body scans, 11 body measures are extracted and
integrated into a prediction model using Factorization Machines.
�e results from a cross-validation show, that including body mea-
surements signi�cantly improves the prediction performance of
the recommendation model, especially in new user scenarios, when
no information about the fashion product preferences of the active
user is known.

KEYWORDS
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1 INTRODUCTION
Fashion products have the highest turnover of all product cate-
gories sold via e-commerce worldwide. Online fashion retailer o�er
their consumers large product ranges. For instance, the German
online retailer Zalando indicates to have 150,000 products from
1,500 brands in their assortment 1.

Consumer behavior research indicates, that having a too broad
product o�er can cause a choice overload for the consumer, what
leads to a delayed or no �nal purchase decision [7], and can decrease
the consumers’ satisfaction regarding their purchase decision [17].
�is e�ect has also been identi�ed within fashion online purchase
decisions [11]. To avoid choice overload, fashion online stores
should limit the options for consumers in a way, so they are dis-
played with a su�cient product variety but in the same time, they

1h�ps://www.zalando.de/presse zahlen-und-fakten/
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can make informed decisions [11]. Especially fashion purchase
decisions are complex, as multiple aspects of the user are in�uecing
factors like the personality, emotion, or general fashion trends as
well as their physical appearance like the height [9], skin color,
or body type [12]. �e user has to decide not only based on what
fashion products she or he in general likes, but also e.g., what col-
ors �t his or her hair and skin color, and what cut of the clothes
emphasizing or covers certain body parts.

Usually, recommender systems are applied to �lter relevant prod-
ucts for the visitors of online stores, leveraging techniques like col-
laborative �ltering or content-based �ltering. �e central assump-
tion of collaborative �ltering is, that users having demonstrated
similar preferences in the past will have similar preferences in the
future [3]. �erefore, conventional collaborative �ltering based
recommender systems only consider the product preferences per
user in the form of ratings, views, or purchases and consequently
derive similarities between users on these data. However, due to the
wide adoption of new technologies like social networks, or mobile
phones by the users as well as novel technologies to store and pro-
cessing of large datasets, rich side information about users, items,
and their interaction are available. �erefore, further research is
needed to investigate mechanisms for integrating such rich side
information into recommendation systems, as well as to assess the
impact of such side information on the prediction quality [18].

Based on novel technologies, information about the users’ phys-
ical appearance can be acquired. For instance, 3D models of bodies
or faces can be constructed based on low-cost 3D scanners [21] [22],
or reconstructed from 2D photos [8] [5]. User studies indicate that
they perceive 3D scanner as useful for online shopping in general
[20], as well as in the fashion product context [12], as long as data
protection is ensured. However, according to a recent literature
review about apparel product recommendation research, there is a
research gap regarding the potential of body scan measurements
to enrich consumer pro�les in apparel recommendation [4].

�e objective of this research is to investigate the predictive
power of body measures for predicting fashion product preferences
of individual users. �erefore, a dataset containing fashion product
preferences as well as body measurements extracted from body
scans are collected, and o�ine experiments are conducted to com-
pare the impact of these measurements on the prediction accuracy.
In this paper, �rst the data collection and the resulting data set is
illustrated in Section 2, and preliminary results are demonstrated
in Section 3. Finally, in Section 4 the results are discussed as well
as planned next steps for further research are illustrated.

https://www.zalando.de/presse_zahlen-und-fakten/
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2 DATA COLLECTION
2.1 Data collection process
For data collection, volunteers were recruited from the School of
Business at the University of Erlangen-Nuremberg. To obtain one
rather large sample instead of two smaller ones, data collection was
concentrated on only one gender. �e decision was made to focus
on female participants, as a higher variation in body shapes are
expected as well as female participants are assumed to have stronger
opinions according to their fashion preferences. �e data collection
process consists out of two steps. In the �rst step, participants
were scanned using a low-cost body scanner which creates three-
dimensional polygonal mesh data. Based on the mesh data, 11
key body measurements per participant were extracted. In the
second step, the participants �lled out an online questionnaire. In
the online questionnaire, the participants gave information about
their height and weight as well as indicated the color of their hair,
eyes, and skin. Also, they classi�ed their body shape into one of
eight shapes. Finally, every participant indicated their preference
towards 36 fashion products by answering the question, whether
they would buy the displayed clothing or not on a seven-point Likert
scale (1=do not want to buy it at all; 7= would buy it de�nitely).
For the set of fashion products, upper an lower apparel that rather
accentuate or mask certain body features were selected.

2.2 Resulting data-set
In total, 200 persons participated in the survey and body scanning.
�e distribution of the eleven body measures are illustrated in
Figure 3. From the 200 valid scans, the average age is 22.35 and the
standard deviation 2.94 years.

3 EVALUATION
3.1 Evaluation protocol
For determining the prediction quality, the rating is converted from
the seven-point Likert scale to a binary rating, indicating whether
a consumer would buy the product or not, by transforming ratings
≤ 5 as not interested (=0), and ratings > 5 as interested (=1). In the
following, the term rating prediction is therefore interpreted as a
classi�cation problem. During the evaluation, the data is split up
in a test and training set using a 10-fold cross-validation, as it is
illustrated in Figure 4. Each user is randomly assigned to one of
the ten test and train user-sets. Furthermore, to simulate the new
user scenarios, the 36 items are randomly divided into 24 test and
12 train item-sets. �e split is based on a random selection of items,
which is illustrated in Figure 3, where the darker gray bars indicate
the test items belonging to the test-set. For each iteration through
the ten folds, the algorithm is provided with all 36 ratings of all of
the users in the train user-set. Furthermore, to investigate the new
user scenarios, the algorithm was provided with no, two, or �ve
item ratings randomly selected from the train item-set. For all of
the three scenarios, the ratings for the same 20 products of the test
item-set are predicted.

For determining the prediction quality, the metrics precision
(Equation 1), recall (Equation 2), and the F-measure (Equation 3) are
used. In machine learning research, various aggregation approaches
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Figure 1: Distribution of the eleven bodymeasures extracted
from the body scans (N=200)

Figure 2: Exemplary polygonal meshes resulting from the
body scans.

are used to aggregate the F-measures from the individual cross-
validation results, which lead to diverging results. In this research,
we use the formulation of the F-measure suggested by Forman and
Scholz (2010) which resulted in the least bias [2].
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Figure 3: All 32 fashion products ordered by global prefer-
ence. �e products in darker gray color are selected for the
test-set.
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Figure 4: Illustration of the applied 10-fold cross-validation
schema.

precision =
True Positive

True Positive × False Positive
(1)

precision =
True Positive

True Positive × False Negative
(2)

F =
2 × True Positive

2 × True Positive + False Positive + False Negative
(3)

3.2 Factorization Machines
In recommender systems research, various approaches were sug-
gested to consider additional information besides the ratings of
users per item. �e additional information can be integrated via
pre-�ltering or post-�ltering, where conventional recommendation
algorithms are applied and the input data or the results are �ltered

by the additional information. Another approach is to build mul-
tidimensional models, also referred as contextual models, where
the additional information is directly integrated into the prediction
model [1]. Recently, especially tensor decomposition approaches
gained a�raction, enabling the direct modeling of multi-modal infor-
mation. In previous research, the focus was especially on the Tucker
decomposition [19], the Parallel Factor Analysis (PARAFAC) [6],
and Pairwise Interaction Tensor Factorization (PITIF) [16], which
demonstrated high prediction qualities. However, the main draw-
back of these methods is that their adaption to non-categorical
factors is di�cult and error-prone [14].

As an alternative, Factorization Machines (FM) were introduced
which combine the advantages of the tensor decomposition ap-
proaches to make predictions in highly sparse and multi-modal
conditions, with the ability of support-vector-machines (SVM) to
be a general predictor [13]. With FM, the user, rating, and additional
information can be modeled as feature vectors, having categorical
or continuous values. �e target variable y can be a real-valued
rating or a binary value [13]. FM have been demonstrated to be an
e�ective approach to integrate contextual information, like mood,
into movie recommender systems [15]. �e key aspect of FM is,
that the interactions between the input variables are not calcu-
lated directly, but a low-rank approximation is used. Within this
paper, the FM model shown in Equation 4 is considered, which
models binary interactions between the low-rank approximations
V = 〈vi ,vj 〉 ∈ Rn×k . �e variable k ∈ N+0 represents the number
of latent variables. Appropriate values of k have to be determined
empirically. On the one side, the value should be large enough so
relevant interactions in the data can be captured. On the other side,
restricting the value of k , and therefore its expressiveness might
lead to be�er generalization of the model. [13]

ŷ(x) := w0 +
n∑
i=1

wixi +
n∑
i=1

n∑
j=i+1

〈vi ,vj 〉xix j (4)

In this paper, the reference implementation of FM within the
LibFM library is used [14]. For learning models based on FM, op-
timization models based on Stochastic Gradient Descent (SGD),
Alternative Least Squares (ALS), and Markov-Chain Monte Carlo
(MCMC) are proposed, and implemented in LibFM. We decided to
use the MCMC optimization, as this approach has the less hyperpa-
rameter which have to be tuned.

4 RESULTS AND DISCUSSION
�e resulting F-measure values are illustrated in Figure 5. �e mod-
els were built having latent variables values of k ∈ {16, 32, 64, 128}.
As mentioned in subsection 3.1, three new user scenarios are inves-
tigated, in which no, two, or �ve ratings of the user are known. In
the �rst scenario, the models having the measurement information
of the user have a considerable be�er performance than the models
without this information. In this scenario, the best model without
information has a F-value of 0.40, whereas the best model with
F-value a value of 0.49. �is clearly be�er performance shrinks
in case of the second scenario, where two items are known and
vanishes in the last scenario, where �ve items are known. �e pre-
cision of the models having body measurement information is in all
cases higher, but at the same time, the recall is lower compared to
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Figure 5: Resulting predictive performance per newuser sce-
nario.

the model having no measure information. In total, the empirical
results indicate, that body measures possess signi�cant predictive
power in the context of apparel recommendation, especially in
new users scenarios, where no previous user product preference
information are available. In practice, one situation could be when
consumers are ge�ing scanned in a store the �rst time.

Further research is needed to identify which speci�c body mea-
sures have predictive power and which rather introduce noise to
the model. From the eleven measures used, it can be expected, that
some measures like the hip or belly measure give more information
to the model than for example the calves measure. Another possi-
bility to integrate body scan information is to assign each scan to a
distinctive body shape class [10], or use the principal components
from the morphable model approach [22]. In addition, the impact
of the hair and skin color nuances on the predictive performance
will be investigated in further research.
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