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Abstract. This paper considers the computational power of constant
size, dynamic Bayesian networks. Although discrete dynamic Bayesian
networks are no more powerful than hidden Markov models, dynamic
Bayesian networks with continuous random variables and discrete chil-
dren of continuous parents are capable of performing Turing-complete
computation. With modified versions of existing algorithms for belief
propagation, such a simulation can be carried out in real time. This re-
sult suggests that dynamic Bayesian networks may be more powerful
than previously considered. Relationships to causal models and neural
networks are also discussed.

1 Introduction

Bayesian networks are probabilistic graphical models that represent a set of ran-
dom variables and their conditional dependencies via a directed acyclic graph.
Explicitly modeling the conditional dependencies between random variables per-
mit efficient algorithms to perform inference and learning in the network. Causal
Bayesian networks have the additional requirement that all edges in the network
model a causal relationship.

Dynamic Bayesian networks are the time-generalization of Bayesian networks
and relate variables to each other over adjacent time steps. Dynamic Bayesian
networks unify and extend a number of state-space models including hidden
Markov models, hierarchical hidden Markov models and Kalman filters. Dynamic
Bayesian networks can also be seen as the natural extension of acyclic causal
models to models that permit cyclic causal relationships, while avoiding problems
with causal models that try to model temporal relationships with an atemporal
description [1].

A natural question is, ‘What is the expressive power of such networks?’ The
result in this paper shows that although discrete dynamic Bayesian networks
are sub-Turing in computational power, introducing continuous random vari-
ables with discrete children is sufficient to model Turing-complete computation.
In particular, there exists a mapping between binary strings (representing a bi-
nary stack) into a single continuous random variable, with operations on the
stack modeled by appropriate conditional probability densities in the dynamic



Bayesian network. The distributions used in the construction are such that the
marginal posterior probabilities of random variables in the network can be ef-
fectively computed with modified versions of existing algorithms. Ignoring the
overhead from arbitrary precision arithmetic, the simulation can be conducted
with only a constant time penalty.

2 The Model and Main Results

A Bayesian network consists of a directed-acyclic graph, G over a set V =
{V1, . . . , Vn} of vertices and a probability distribution P (v) over the set of vari-
ables that correspond to the vertices in G [2]. A Bayesian network “factorizes”
the probability distribution over its variables, by requiring that each variable, vi,
is conditionally independent of its non-descendants, given its parents (denoted
pa(vi)). This is the Markov condition [3]:

P (x1, . . . , xn) =
∏
i

P (xi|pai) (1)

Dynamic Bayesian networks (DBN) extend Bayesian networks to model a
probability distribution over a semi-infinite collection of random variables, with
each collection of random variables modeling the system at a point in time
[4]. Following the conventions in [5], the collections are denoted Z1, Z2, . . . and
variables are partitioned Zt = (Ut, Xt, Yt) to represent input, hidden and output
variables of a state space model. Such a network is “dynamic” in the sense that
it can model a dynamic system, not that the network topology changes over
time.

A DBN is defined as a pair (B1, B→), where B1 is a Bayesian network that
defines the prior P (Z1) and B→ is a two-slice temporal Bayes net (2TBN) that
defines P (Zt|Zt−1) via a directed acyclic graph:

P (Zt|Zt−1) =

N∏
i=1

P (Zit |pa(Zit)) (2)

where Zit is the ith node at time t, and pa(Zit) are the parents of Zit in the graph.
The parents of a node can either be in the same time slice or in the previous
time slice (i.e. the model is first-order Markov).

The semantics of a DBN can be defined by “unrolling” the 2TBN until there
are T time-slices; the joint distribution is then given by:

P (Z1:T ) =

T∏
t=1

N∏
i=1

P (ZiT |pa(Zit)) (3)

Analyzing the computational power of a DBN requires defining what it means
for a DBN to accept (and halt) or reject an input. Define an input sequence,
{Ut} of Bernoulli random variables to model the binary input. Similarly, define
an output sequence {Yt} (Yt ∈ {run, halt0, halt1}) to represent whether the



machine has halted and the answer that it gives. Given an input, in1, in2, . . . , int,
to a decision problem, the machine modeled by the DBN has halted and accepted
at time t, if and only if P (Yt = halt1|U1 = in1, . . . , Un = int) > 0.5 and halted
and rejected if and only if P (Yt = halt0|U1 = in1, . . . , Un = int) > 0.5.

2.1 Discrete Dynamic Bayesian Networks Are Not Turing-complete

“Discrete” Bayesian networks are Bayesian networks where all random variables
have some finite number of outcomes, i.e. Bernoulli or categorical random vari-
ables. If dynamic Bayesian networks are permitted to increase the number of
random variables in the network over time, then simulating a Turing-machine
becomes trivial: simply add a new variable each time step to model a newly
reachable cell on the Turing machine’s tape. However, this requires some ‘first-
order’ features in the language used to specify the network and the computational
effort required at each step of the simulation will grow without bound.

With a fixed number of random variables at each time step and the property
that DBNs are first-order Markov, the computational effort per step remains
constant. However, discrete DBNs have sub-Turing computational power. Intu-
itively, a discrete DBN cannot possibly simulate a Turing machine since there is
no way to store the contents of the machine’s tape.

More formally, any discrete Bayesian network can be converted into a hidden
Markov model [5]. This is done by ‘collapsing’ the hidden variables (Xt) of the
DBN into a single random variable by taking the Cartesian product of their
sample space. The ‘collapsed’ DBN models a probability distribution over a
exponentially larger, but still finite sample space. Hidden Markov models are
equivalent to probabilistic finite automata [6] which recognize the stochastic
languages. Stochastic languages are in the RP-complexity class and thus discrete
DBNs are not Turing complete.

2.2 A Dynamic Bayesian Network with Continuous and Discrete
Variables

A 2TBN can be constructed to simulate the transitions of a two stack push-down
automaton (PDA), which is equivalent to the standard one tape Turing machine.
A two stack PDA consists of a finite control, two unbounded binary stacks and
an input tape. At each step of computation, the machine reads and advances
the input tape, reads the top element of each stack and can either push a new
element, pop the top element or leave each stack unchanged. The state of the
control can change as function of previous state and the read symbols. When
the control reaches one of two possible halt states ({halt0, halt1}), the machine
stops and its output to the decision problem it was computing is defined which
of the halt states it stops on.

A key part of the construction is using a Dirac distribution to simulate a
stack. A Dirac distribution centered at µ can be defined as the limit of normal
distributions:



δ(µ) ≡ lim
σ↓0

1

σ
√

2π
e

−x2

2σ2 (4)

A single Dirac distributed random variable is sufficient to simulate a stack.
The stack construction adapted from [7] encodes a binary string ω = ω1ω2 . . . ωn
into the number:

q =

n∑
i=1

2ωi + 1

4i
(5)

Note that if the string begins with the value 1, then q has a value of at least
3/4 and if the string begins with 0, then q is less than 1/2 - there is never a need
to distinguish among two very close numbers to read the most significant digit.
In addition, the empty string is encoded as q = 0, but any non-empty string has
value at least 1/4.

All random variables, except for the stack random variables, are categorically
distributed - thus, the conditional probabilities densities between them can be
represented using standard conditional probability tables.

Extracting the top value from a stack requires a conditional probability distri-
bution for a Bernoulli random variable (Top ∈ {0, 1}), given a Dirac (Stack ∈ R)
distributed parent. The Heavyside step function meets this requirement and can
be defined as the limit of logistic functions (or, more generally, softmax func-
tions), centered at 1/2:

H(x) ≡ lim
k→∞

1

1 + e−k(x−1/2)
(6)

The linear operation 4q − 2 transfers the range of q to at least 1 when the
top element of the stack is 1 and no more than 0 when the top element of the
stack is 0. Then, the conditional probability density function:

P (Top|Stack = q) = H(4q − 2) (7)

yields P (Top) = 1 whenever the top element of the stack is 1 and P (Top) = 0
whenever the top element of the stack is 0.

Similarly, a conditional probability distribution can be defined for Bernoulli
random variable Empty ∈ {0, 1}, as:

P (Empty|Stack = q) = 1−H(4q) (8)

to check if a stack is empty.

Finally, the linear operations q
4 + 2b+1

4 and 4q − (2b + 1) push and pop b,
respectively, from a stack. The conditional probability density for a stack at time
t + 1, given a stack at time t, the top of the stack at time t, and action to be
performed on the stack (Actiont ∈ {push0, push1, pop, noop}) is fully described
as follows:



P (Stackt+1|Topt = p, Stackt = q, Actiont = push0) = δ(q/4 + 1/4)

P (Stackt+1|Topt = p, Stackt = q, Actiont = push1) = δ(q/4 + 3/4)

P (Stackt+1|Topt = p, Stackt = q, Actiont = pop) = δ(4q − (2p+ 1))

P (Stackt+1|Topt = p, Stackt = q,Actiont = noop) = δ(q) (9)

Since there are two stacks in the full construction, they are labeled, at time t,
as Stacka,t and Stackb,t. The rest of the construction is straightforward. Statet,
Actiona andActionb are functions of Statet−1, T opa,t, Emptya,t, T opb,t, Emptyb,t
and int. Since all of these are discrete random variables, the conditional prob-
ability densities is simply the transition function of the PDA, written as a (0,
1) stochastic matrix. As expected P (Y = halti|State) = 1 if State is that halt
state, and 0 otherwise.

Finally, the priors for the dynamic Bayesian network are simply P (Stacka,1) =
P (Stackb,1) = δ(0), P (State1 = q0) = 1, where q0 is the initial state.

As described, this construction is somewhat of an abuse of the term ‘proba-
bilistic graphical model’ - all probability mass is concentrated into a single event
for every random variable in the system, for every time step. However, it is easy
to see this construction faithfully simulates a two stack machine, as each random
variable in the construction corresponds exactly to a component of the simulated
automaton.

2.3 Exact Inference in Continuous-discrete Bayesian Networks

This construction requires continuous random variables, which raise concerns
as to whether the marginal posterior probabilities can be effectively computed.
The original junction tree algorithm [8] and cut-set conditioning [9] approaches
to belief propagation compute exact marginals for arbitrary DAGs, but require
discrete random variables. Lauritzen’s algorithm [10] conducts inference in mixed
graphical models, but is limited to conditional linear Gaussian (CLG) continuous
random variables. In a CLG model, let X be a continuous node, A be its discrete
parents, and Y1, . . . , Yk be continuous parents. Then

p(X|a,y) = N(wa,0 +

k∑
i=1

wa,iyi;σ
2
a) (10)

Lauritzen’s algorithm can only conduct approximate inference, since the true
posterior marginals may be some multimodal mix of Gaussians, while the algo-
rithm itself only supports CLG random variables. However, the algorithm is
exact in the sense that it computes exact first and second moments for the
posterior marginals which is sufficient for the Turing machine simulation.

Laurientz’s algorithm does not permit discrete random variables to be chil-
dren of continuous random variables. Lerner’s algorithm [11] extends Lauritzen’s



algorithm to support softmax conditional probability densities for discrete chil-
dren of continuous parents. Let A be a discrete node with the possible values
a1, . . . , am and let Y1, . . . , Yk be its parents. Then:

P (A = ai|y1, . . . , yk) =
exp(bi +

∑n
l=1 w

i
lyl)∑m

j=1 exp(b
j +

∑n
l=1 w

i
lyl)

(11)

Like Lauritzen’s algorithm, Lerner’s algorithm computes approximate poste-
rior marginals - relying on the observation that the product of a softmax and
a Gaussian is approximately Gaussian - but exact first and second moments,
up to errors in the numerical integration used to compute the best Gaussian
approximation of the product of a Gaussian and a softmax. This calculation is
actually simpler in the case where the softmax is replaced with a Heavyside and
the Lerner algorithm can run essentially unmodified with a mixture of Heavyside
and softmax conditional probability densities. In the case of Dirac-distributed
parents, with Heavyside conditional probability densities, numeric integration
is unnecessary and no errors are introduced in computing the first and second
moments of the posterior distribution.

Any non-zero variance for the continuous variables will ‘leak’ probability to
other values for the ‘stack’ random variables in the Turing machine simulation,
eventually leading to errors. Lauritzen’s original algorithm assumes positive-
definite covariance matrices for the continuous random variables, but can be
extend to handle degenerate Gaussians [12]. In summary: posterior marginals
for the Turing machine simulation can be computed exactly, using a modified
version of the Lerner algorithm when restricted to Dirac distributed continuous
random variables with Heavside conditional probability densities. If Gaussian
random variables and softmax conditional probability densities are also intro-
duced, then the first and second moments of the posterior marginals can be
computed ‘exactly’, up to errors in numerical integration, although this will
slowly degrade the quality of the Turing machine simulation in later time steps.

Inference in Bayesian networks is NP-hard [13]. However, assuming that
arithmetic operations can be computed in unit time over arbitrary-precision
numbers (e.g. the real RAM model), the work necessary at each time step is
constant. Thus, dynamic Bayesian networks can simulate Turing-machines with
only a constant time overhead in the real RAM model, and slowdown propor-
tional to the time complexity of arbitrary precision arithmetic otherwise.

3 Discussion

This result suggests that causal Bayesian networks may be a richer language for
modeling causality than currently appreciated. Halpern [14] suggests that for
general causal reasoning, a richer language, including some-first order features
may be needed. First-order features will likely be useful for causal modeling in
practice, but the Turing-complete power of dynamic Bayesian networks suggests
that first-order features may be unnecessary.



This result for dynamic Bayesian networks is analogous to Siegelmann and
Sontag’s proof that a recurrent neural network can simulate a Turing machine
in real time [7]. In fact, it turns out that neural networks and Bayesian networks
have very similar expressive power:

– Single perceptron ≈ Gaussian naive Bayes (Logistic regression) [15]
– Multilayer perceptron ≈ Full Bayesian network (Universal function approx-

imation) [16] [17]
– Recurrent neural network ≈ Dynamic Bayesian network (Turing complete)

Although the conditional probability distributions used in this construction
are likely not biologically plausible, their density functions are the limit of the
very ‘natural’ Gaussian and logistic functions commonly used in neural model-
ing. This suggests there is no theoretical barrier to casting a neural system as
a dynamic probabilistic system and conducting analysis accordingly, although
there are still likely many practical difficulties in such an approach.

While simple recurrent neural networks are theoretically capable of perform-
ing arbitrary computations, practical extensions include higher-order connec-
tions [18], ‘gates’ in long short-term memory [19], and even connections to an
‘external’ Turing machine [20]. These additions enrich the capabilities of stan-
dard neural networks, making it easier to train them for complex algorithmic
tasks. An interesting question is to what degree dynamic Bayesian networks can
be similarly extended and how the ‘core’ dynamic Bayesian network being ca-
pable of Turing-complete computation affects the overall performance of such
networks.

There is a very small gap in decidability - it takes little to turn a sub-
Turing framework for modeling into a Turing-complete one. In the case of neural
networks, a single recurrent layer, with arbitrary-precision rational weights and a
saturating linear transfer function is sufficient. With dynamic Bayesian networks,
two time-slices, continuous-valued random variables with a combination of linear
and step function conditional probability densities is sufficient. While Turing-
completeness is often desirable in trying to model complex systems, it can lead
to difficulties in analyzing and predicting their behavior. For example, given
any Turing-complete DBN, it is impossible to find a general-purpose method to
determine the stationary distribution or even whether a stationary distribution
exists.

Ultimately, the Turing-completeness of DBNs is both helpful and unhelpful -
Bayesian models are powerful enough to model neural systems, but also inherit
the same fundamental difficulties in analyzing their behavior.
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