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Abstract

Comparing the performance of predictive models of student success has become a central task in the field of
learning analytics. In this paper, we argue that research seeking to compare two predictive models requires a
sound statistical approach for drawing valid inferences about comparisons between the performance of such
models. We present an overview of work from the statistics and machine learning communities and evaluate
several methodological approaches, highlighting four approaches that are suitable for the model comparison
task. We apply two of these methods to a learning analytics dataset from a MOOC conducted at the
University of Michigan, providing open-source code in R for reproducing this analysis on other datasets. We
offer several practical considerations for future implementations, as well as suggestions for future research
in both the learning analytics community and the broader field of machine learning.
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1. Introduction

Identifying effective models for the prediction of student success is one of the cornerstone tasks in the
field of learning analytics. For a field concerned with understanding and improving the educational process,
identifying students for whom those improvements need to be made is a critical challenge. Additionally, as
the fields of learning analytics and educational data mining have matured, so too have the underlying data
mining and machine learning techniques, as well as toolkits and hardware which are used to apply these
techniques broadly. As a result, it is now possible for even non-experts to leverage machine learning rapidly,
and to build predictive models without having to understand details of techniques or implementations thereof
— a development that has had an undoubtedly positive overall impact on the study and practice of learning
analytics.

Prior learning analytics research comparing the performance of supervised learning models to predict
student success has been extensive, particularly in the past four years, but the use of statistical techniques
to compare these models has been mixed. In a review of recent research produced by the International
Educational Data Mining Society (2013-2016) and the International Conference on Learning Analytics and
Knowledge (2015-2016), we uncovered 12 papers specifically focused on using student behavioral data to
predict either pass/fail or dropout outcomes. However, of these 12 papers, seven reported simple matrices of
model performance metrics using estimates obtained from cross-validation on the training set—an approach
which we will argue below is not appropriate for model comparison—with most also using inferential language
not appropriate for the methodology of their comparison. This finding was, unfortunately, not surprising, and
we find it to be generally representative of work across the field. Many otherwise excellent learning analytics
research projects simply present a matrix of accuracies or model performance statistics and conclude that the
best or most preferable modeling method is the one with the highest accuracy, AUC, sensitivity/specificity,
F-score (or whatever the outcome of interest may be) on their training dataset(s)-entirely passing over the
task of evaluating these differences in performance. Correcting this problem by adopting statistically sound
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methods for the comparison of predictive models will allow the learning analytics community to build an
enduring, reproducible base of knowledge about methods for predicting student success.

This paper aims to begin this methodological discussion with the broader community by focusing on
the two-model comparison task: determining whether two models differ in performance on a given dataset.
In Section 2, we situate the challenge of comparing predictive models of student success within the larger
strands of research in the learning analytics community and in the larger machine learning and statistics
communities, presenting an overview of research on the two-model comparison task. In Section 3, we dive
deeper into this task, presenting a framework for understanding the task of comparing supervised machine
learning models. We provide an overview of research on methods for statistically valid, high-reproducibility
evaluation of performance differences between classifiers, and present methods which are not valid for the
two-model task. In Section 4, we continue this discussion, detailing statistically valid methods for the
two-model task. In Section 5, we produce a sample application of two of these valid tests to a real-world
MOOC dataset, including sample code written in R. In Section 6, we provide practical recommendations
and additional considerations for learning analytics researchers implementing these methods in practice.
Finally, we conclude and present directions for future research in Section 7.

This paper specifically addresses problems that emerge when researchers have a single dataset, and need
to use this dataset to both build models and obtain reliable estimates and comparisons of model performance.
While we can easily obtain an unbiased estimate of the mean and variance of the difference if there is a
sufficient supply of data and a holdout set is used [I], in practice this approach is often neither practical nor
desirable in the context of learning analytics, giving rise to the problems addressed in this paper. Learning
analytics researchers often work with datasets which are limited in size, and face a tension between (a)
using as much data as possible for model training to avoid starving statistical models of the data necessary
for optimal performance, and (b) reserving data for model evaluation to obtain reliable estimates of this
performance.

These situations, both characterized by limited data, are particularly prevalent in learning analytics and
educational data mining. The privacy restrictions surrounding educational data limit learning analytics and
educational data mining researchers more than machine learning researchers in many other fields. Addi-
tionally, researchers are often specifically interested in building models for narrow foci - such as admissions
to a given university - and not interested in the models’ general performance across institutions, leading
to datasets which are limited in size with no option for collecting additional data. As such, adopting and
consistently implementing a set of statistically robust techniques to evaluate classifiers in the context of
learning analytics is especially critical.

2. Prior Research

The broader field of machine learning research, having confronted the task of model comparison and
evaluation earlier than the field of learning analytics, has a relatively robust literature of both experimental
and theoretical results on methods for obtaining reliable estimates of model performance. Resampling was
the accepted method for generating a sample of estimates for applying a t-test throughout much of the 1990s
[2]. However, several researchers began to investigate the soundness of such an approach in the 1990s [3] 4, [5].
[6] provided a seminal early analysis of five statistical tests for comparing supervised classification learning
algorithms, presenting experimental results from simulated data to estimate the empirical performance
of several common statistical tests. This work formed the foundation for future analyses and presented
several results that endure today, including the problems with unadjusted resampled ¢-tests discussed below.
[7] extended this analysis, proposing a modification to the t-statistic for resampling (shown below) and
demonstrating both a theoretical justification and empirical evidence of its effectiveness. Another important
dimension to statistical tests for model comparisons is introduced in [I} 2}, [8] by formalizing measurements of
replicability (in addition to power and Type I error rate). These papers present further empirical evidence
about the performance of several sampling schemes and test statistics on both simulated and real datasets.
Several key findings from this literature are discussed in detail in Section 3 below; for additional reading,
see references.



Further research extends these conversations to the multi-model comparison task, including [9} 10} 1T}, [12].
This work provides insight into the issue of comparing multiple models, and even doing so across multiple
datasets or domains. Extending the analysis in this paper to multiple models fits the most realistic cases
in which researchers encounter these types of comparison tasks; however, the fundamental issues are the
same as the two-model case on which we focus herein. While the multiple comparisons case is analogous, it
utilizes tests which specifically correct for multiple comparisons (ANOVA, Newman-Keuls, etc.) —and once a
statistically rigorous approach to model comparison has been adopted, taking the step from the 2-model case
to the n-model case requires only minor methodological changes. The multiple-model-multiple-dataset case,
by contrast, faces an entirely different set of considerations than the task evaluated here [IT], [, [13], 12} [14].
A thorough discussion is beyond the scope of this paper, although the authors intend to address it in future
work.

3. Statistical Comparisons of Classifiers

3.1. Basic Terminology

In this paper, we address the problem of comparing the performance of two learning algorithrnsﬂ La
and Lp, on a single dataset D. Typically, the difference in model performance is estimated using a sample
of differences in performance of L4 and L, P4 and Pp, where the observed differences z1,...,z, = P41 —
Pp1,..., Pan— Pp,y across several iterations of model training and testing, formed on multiple training and
testing partitions Dy 1...Dy n, and D/D; 1...D/D; ,, respectively (each training partition D, ,, might be a single
random subsample or a set of training folds using k-fold cross-validation; the corresponding test partition
D/Dy p is the test dataset). Performance can be measured using any metric and loss function which can be
calculated from trained models using the testing data, including accuracy, area under the Receiver Operating
Characteristic curve (AUC), sensitivity, specificity, etc. Often z1,...,x, is collected using multiple runs, R,
of a partitioning method (such as k-fold cross-validation), where the same randomized partitioning method
is applied in each of k folds or iterations for each run. This leads to a total of R-k = n samples in z1, ..., x,,.

In a hypothesis test, we use this sample to draw conclusions about the underlying population from which
it was drawn. To do so, we calculate a test statistic, referred to in the literature as ¢ or z, and, utilizing
assumptions about the population from which our sample was drawn, make a determination as to whether
the observed value of the test statistic provides sufficient evidence to reject a null hypothesis, Hy (which in
this case holds that the true average of the differences in performance is zero; that is Hy : u = 0). Specifically,
we calculate the probability of observing the test statistic under Hy, and reject Hy if this probability is less
than the desired level of significance a. A Type I error occurs when a hypothesis test rejects Hy when
it is in fact true; a Type II error occurs when a hypothesis test accepts Hy when it is in fact false. The
expected frequency of a Type I error is «; this is also referred to as the “acceptable” level of Type I error
throughout this paper and the broader literature [6]. The power of a test is related to its Type II error rate,
and represents its ability to correctly lead us to reject Hy when it is truly false (power measures how well
we identify true effects when they do indeed exist).

3.2. Model Fvaluation as Experiment

When comparing and evaluating supervised machine learning methods, it is useful to think about model
evaluation as an experiment. Indeed, much of the research discussed above is grounded in this language,
and it provides a familiar framework for understanding the challenges of classifier performance comparison
and the methods used to address them. This experiment has two parts:

(1) a sampling component, where we collect a set of samples of differences in the performance of
two learners, and

(2) a hypothesis testing component where these samples are used to evaluate hypotheses about
comparisons between the performance of learning algorithms £4 and L5 on D.

IThese learning algorithms are also referred to as “learners” throughout as is common in machine learning literature, but
this is not to be confused with the use of “learners” to refer to students in a course as is common in educational literature. In
the context of this paper we always refer to a “learner” as a machine learning algorithm.
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The method adopted in (2) typically entails a set of assumptions about the underlying distribution from
which the sample in (1) is drawn; often this includes an assumption that the observations are independent
and identically distributed draws from a normal distribution.

The challenge of model comparison in the current context primarily occurs at (2), the hypothesis testing
stage: in many (but not all) cases, the way model performance data is collected — using a series of overlapping
training and testing datasets, such as in k-fold cross validation — renders the analogy to simple random
sampling invalid. In particular, the underlying assumption of independence between the observations in
the sample relied upon by common testing methods (such as the Student’s t-test) is violated. In this
case, one must adjust either the approach to (1) so that the sampling more closely meets the assumptions
of the hypothesis test used, or adjust (2) to more accurately reflect the distribution of the experimental
sample. Below, we discuss a series of techniques for improving both (1) and (2), reviewing the literature
to highlight tests which are not appropriate for the model comparison task as well as those which are
well-suited to it. While there is no single best approach to this challenge and further research is needed,
adopting these methods — and encouraging further conversations within the learning analytics community —
will represent tremendous progress as the field attempts to move toward consensus around effective student
success modeling techniques.

3.83. The Two-Model Comparison Task; Hypothesis Testing for Model Comparison

While the statistical community has developed a robust set of tools for statistical inference and hypothesis
testing, these tools often do not extend directly to the task of model comparison (or, perhaps more accurately,
the model comparison task does not conform to these tests). In practice, we often implement hypothesis tests
whose assumptions are not entirely met, but are closely approximated by a sample. When the properties of
this sample deviate too far from these assumptions, it can produce undesirable results, including elevated
probability of rejecting the null hypothesis when it is true (Type I error) or decreased ability to discern
a true effect when it exists (low power). Empirical analyses have helped to determine exactly how much
various hypothesis tests are impacted by samples of predictive model performance which do not fully match
their assumptions, as measured by their Type I and II errors, power, and reproducibility [6] & 2, [1].

Throughout this paper, we apply statistical testing in the context of what we will refer to as the two-model
comparison task, or simply the model comparison task. This is the task that this paper seeks to provide
effective tools for evaluating:

The two-model comparison task: Given dataset D and two statistical learners £4 and Lp,
identify whether the two learners differ in their performance in predicting the class labels of D.

This task is distinct from, but related to, the determination of whether one model performs “better” than
another (the details of this distinction are discussed with respect to one-sided and two-sided tests below).

The challenge in this task in the situations described above is that we would like to use as much of our
limited dataset D as possible in each iteration to obtain a realistic estimate of model performance (because
withholding available data would either deprive £ of useful training data in that would improve its test
performance P, or testing data that could be used to improve the estimate of this performance). As a
result, we devise methods to form overlapping training sets D; ;...D; ,such that each estimate P4 1, ..., Pan
and Pgp1,..., Pp, is not independent from the others (methods for building these training sets include
resampling and k-fold cross-validation, discussed below). If we conduct hypothesis tests under the incorrect
assumption that our data are independent, we will make errors more often than expected due to chance,
and will not have a reliable estimate of the frequency of making such errors. To correct our probability
estimates, we can adjust how we build our sample (how each successive D; is formed, or how we calculate
Prn nfrom it), or adjust how we evaluate the sample (how ¢ is calculated and tested). Below, we first discuss
a series of methods that, in various ways, fail to accurately draw inferences about populations when applied
to the model comparison task, and then discuss statistically valid approaches to this task. Specifically,
in the following subsection, “Invalid Methods for Model Comparison,” we catalogue several problematic
approaches to the model comparison test. In the next section, “Valid Methods for Model Comparison,” we
highlight successful attempts to correct some of the methods considered previously. Finally, we present an
application of these valid methods to a MOOC dataset in our case study.
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3.4. Invalid Methods for Model Comparison

A model evaluation approach consists of both a sampling method and a hypothesis testing method;
these together determine whether the approach is statistically valid for the model comparison task. The
approaches evaluated below, and indeed any such approach, might be statistically invalid for a number of
reasons, but regardless of the underlying mechanism they will typically display either (a) an inflated Type I
error rate, (b) low statistical power, or (c) low reproducibilityﬂ Methods are typically evaluated using these
performance rates and by some combination of theoretical and experimental evaluation on real or simulated
data.

Perhaps the most common approach to the model comparison task, both in the field of learning analytics
and in the broader field of applied machine learning research, is using no statistical test. Often researchers,
having taken the appropriate steps to collect their data, train a set of learners £4 and Lpg, estimate their
performance on D, and present the estimates of performance (and their differences) to speak for themselves.
Little needs to be said about this approach, which amounts to simply displaying sample averages, other
than that it provides insufficient evidence about whether there exist true differences in model performance.
This approach leaves entirely unaddressed the question of whether such results may be spurious and caused
simply by randomness inherent in the sampling process.

Another common approach to model comparison involves using repeated random sampling to build a
successive series of training and testing sets from D and then applying a hypothesis test to the results of
model training and testing on these samples. The intuition behind such approaches is that if the data is
shuffled sufficiently between runs and an adequate number of model performance estimates are built on these
successive shufflings, the observed differences in model performance 1, ...,z, = Paj1 — PB.1,..., Pan — P
will conform to (or closely approximate) the assumptions of the test statistic used to evaluate its distribution.
For several randomization methods and the test statistics they are generally evaluated with, however, this
is not the case.

One such method is the resampling method. Resampling consists of repeatedly (n times) drawing a
specified number of observations (typically two thirds of the training data [6]) without replacement to form
training sets Dy ;...D; , with the remaining data in each iteration used for model evaluation. Both learners
L4 and Lp are trained and evaluated on the respective training and testing sets, and their differences
in performance x1,...,2, = Pa1 — Pp1,..., Pan — Pp are used as estimates of the difference in model
performance. The sample population z1,...,2, is used to compute a test statistic ¢ with a Student’s t-
distribution with n — 1 degrees of freedom under the assumption that the individual differences x1, ..., x,
were drawn independently from a normal distribution.

However, these differences will not conform to a normal distribution, for two reasons. First, P4 jand Pp
are not independent: they both use identical test/training sets and are correlated with one another. Second,
the training and test sets overlap across trials, to varying degrees (depending on the size of each resample).
While this approach can be adjusted to more closely match the assumptions of the test statistic, this is not
the case with the unadjusted t-test often used with resampled data. This approach is shown to have an
extremely high Type I error rate (indeed, the highest of all methods evaluated in [6]). An additional concern
with this method is that the difference between the samples can always be made statistically significant
by increasing the number of resamples (an undesirable and problematic property for a statistical test). A
similar method is the bootstrap method. Bootstrapping differs from the resampling approach only in
that the observations drawn from D to form D, are drawn with replacement. Similar to the resampling
method, then, the bootstrap method produces training datasets with a high degree of overlap, and it has
been observed to produce inflated Type I error rates [13].

10-fold cross validation with an unadjusted ¢-test is another randomization approach that has proven
to be problematic for comparing model performance. In 10-fold cross validation, the dataset is partitioned
into £k = 10 random folds, with a series of learners £41...L£a,10 and Lp1...Lp,10 trained on a set Dy
consisting of a subset of £ —1 folds and evaluated on the kth fold. Due to the fact that each training set Dy

2Replicability is defined as how well the results of an experiment can be reproduced, or the degree to which the outcome of
a test depends on the particular random partitioning of the data used to perform it [Tl 2].
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shares k — 2 folds (and therefore 80% of the available training data) with each other training set in a given
run, this method also produces high rates of Type I error [8, [2, [6]. This is not due to an inherent flaw in
the cross-validation approach itself; several authors have offered modifications to both the cross-validation
process and its test statistic which will be discussed below.

In contrast to randomization-based approaches, which prescribe an approach to sampling the model per-
formance data, other methods utilize different test statistics in an effort to produce more reliable evaluations
of a given sample. One such method is the difference-in-proportions test. In this test, a test statistic,
z, is calculated based on a simple comparison between the overall error rates P4 and Pg, of the algorithms
Land Lp, with p = % being the average of the two error rates:

5= _Pa-Pp (1)
2p(1 —p)/n

However, this test faces similar (and additional) problems as those discussed previously. First, the unad-
justed z-statistic still assumes independence between the measured error rates P4 and Pg, an assumption
which is violated by the identical training sets used to estimate P4 and Pp. [6] identifies potential corrections
to this statistic, but observes that these corrections are rarely used in practice and does not empirically test
the corrected performance. Additionally, even if corrections for non-independence are applied, the difference
in proportions test is unable to account for variation resulting from the choice of training sets: it only makes
a single comparison between the model error rates P4 and Pg, and thus is structurally unable to measure

variation that occurs with multiple successive runs of model training and testing.

4. Valid Methods for Model Comparison

The main goal of this paper is to describe and implement statistically valid methods for the two-model
comparison task. While several such methods are described in this section, we select two for detailed
description and implementation in the next section of this paper, with a specific emphasis on methods
which match the practical conditions under which learning analytics researchers might apply these tests.

The corrected resampled t-test is a method that has seen wide adoption in the machine learning
community. [I5], noting that the inflated Type I Error rate observed by [6] was due to an underestimation
of the variance of resamples, proposed a correction to the t-test (shown in Table 1 below). They propose an
adjustment to the estimated variance of a traditional ¢-statistic, from

1
= 52 2
oSt 2)
to
1 n
A2 2 o2
g _j+’n,715’” (3)

where the number of samples J =k - r, Si, is the sample variance of the estimates, n; is the number of
samples used for training, and no is the number of samples used for testing. This modification is intended
to account for the correlation between resamples, which the resampled t-test “boldly” assumes to be zero,
by instead estimating that correlation as p = nl" [14; specifically see sections 3 and 4 for discussion
and theoretical justification of this modification]. This modified test statistic is used with the Student’s
t-distribution and n — 1 degrees of freedom, in otherwise exactly the same way as an unadjusted Student’s
t-statistic. This adjustment has been shown to have acceptable levels of Type I error and high replicability,
particularly when using many (R = 100) runs [I]. Additionally, the correction avoids another critical flaw
with the unadjusted resampled t-test, mentioned above, that the significance of the test statistic can be
increased without bound simply by increasing k (the number of resamples).

This same corrected test statistic can be used for cross-validation in a general approach we refer to as
corrected cross-validation [I6]. Cross-validation differs from resampling in at least two ways that are
relevant to statistical testing. First, the test and training sets are guaranteed not to overlap within each
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Fold used when averaging over folds Sorted Fold
1

Run 2 3 | Run 1 2 3
1 3.33 10 -6.66 1 -6.66 333 10
2 6.66 3.33 0 2 0 333 6.66
3 6.66 -10 -3.33 3 -10  -3.33 6.66
5.55 111 -3.33 -5.55 111 7.77
used when averaging over runs used when averaging over sorted runs

Figure 1: Example from [§] illustrating the data used for averaging over sorted runs (right) compared to averaging over folds
or over runs (left).

fold. Second, while training sets do overlap across folds (each training set shares k — 2 folds of data with
the others), they do so in a consistent way. Together, due at least in part to these two factors, it has been
empirically demonstrated that a corrected cross-validation approach achieves superior performance relative
to the corrected resampled t-test [2, 1] [6].

Several proposals have offered slightly modified versions of the corrected cross-validation approach with
different corrections to ¢, and specific proposed values for R and k. A 5x2 cross-validation approach (R =
5,k = 2) was proposed in [6], seeking to avoid correlation between the accuracy measured across folds
by using only two folds, which results in nonoverlapping training sets within each run. When this 5x2cv
paired t-test is used in combination with a modified test statistic £ with 5 degrees of freedom (shown in
table 1), it achieves an acceptable level of Type I error [6]. However, it has been widely recognized that this
test achieves low power [15] [0, 8]. Additionally, the test has been shown to have low replicability due to the
large random variation inherent in using only 2 folds per run and the fact that the modified test statistic
depends only on the difference 1,1 and not on the full set of differences x1 1, ..., z, 5 [8, [, [6]. Additionally,
despite the improved performance, the choice of R = 5 is somewhat arbitrary, and has been criticized as ad
hoc and lacking in theoretical justification [15] [16].

Another proposal that has been shown to have both better power and higher replicability than the
5x2cv approach is 10x10cv with a variance correction, known as the corrected repeated k-fold cv test.
This test utilizes a variance correction similar to the corrected resampled t-test, but pairs the modified test
statistic with a cross-validation approach. Together, these modifications achieve an acceptable Type I error
rate (equal to «, as expected) and better statistical power than 5x2cv [I]. Notably, in a direct comparison
between corrected resampling with R = 100 and 10x10cv (both of which require 100 iterations of model
training and thus the same computational effort), 10x10cv with the corrected repeated k-fold cv test achieves
higher replicability [1].

A novel sampling-based approach to the model comparison task, evaluated in [§], shows acceptable Type I
Error, high power, and high replicability: the sorted runs sampling scheme. This is a modified approach
to cross-validation, in which the results Pgr 1, ..., Pr for each run are first sorted, and then the averages
of the ordered folds are taken according to their respective rank across runs. This results in a sample of k
estimates for each learner, where P, = % Zil min(Py...k) is the average of the lowest scores for a given
learner in each of the R runs, P is the average of the second-lowest score for a learner in each run, etc. An
illustration of this scheme is shown in Figure [I]

The sorted runs sampling scheme has been shown to achieve a better Type I Error rate than 10x10cv,
but at the cost of reduced power [8]. The sorted runs sampling scheme also has the appealing result that it
results in a sample for which the independence assumption is not heavily violated, so that no correction in
variance or degrees of freedom is required, allowing it to be used with a normal, uncorrected t-statistic and
df =n—1.

Below, we present an implementation of the 10x10cv with the corrected repeated k-fold cv test
and the sorted runs sampling scheme with a standard t-test. We select the 10x10cv as an example
of an approach that can be easily applied to the cross-validation that is already common in most predictive
models of student performance, favoring 10x10cv over 5x2cv because of the former’s greater statistical power,
and over the corrected resampling approach because of its greater reproducibility. Additionally, using 10
folds (instead of 2) substantially reduces the pessimistic bias of the model performance estimates P, ; on
each fold, because the models are trained on datasets closer in size to that of the actual dataset we are
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Table 1: Overview of statistical tests for the model comparison task with acceptable error rates; (3) and (4) represent methods
compared in case study in Section 5.

Test Description Sampling Test Statistic Distribution
Method
(1) 5x2cv paired t- | Adjusted t-test cali- | 2-fold t=—1— Student’s t-
test [5] brated for use with | cross- VE 2o distribution,
5x2cv.  Lower power | validation df =5
than (2,3,4).
1y
(2) Corrected re- | Standard t-test with | Random t= % Student’s,t-
sampled t-test [14] | adjusted variance. | Subsam- Gerai)e distribution,
Avoids significance | pling df =n—1

inflation for increasing
number of resamples.
Lower reproducibility

than (3).
1k s
(3) Corrected re- | r - k-fold CV, with the | Cross- t= %%:;:1:” Student’s,t-
peated k-fold cv | same variance correc- | validation v (Frtae distribution,
test [3] tion as the corrected df = n -1
resampled t-test above. (wheren =k-r)
1 n .
(4) Paired t-test | Adjusted sampling | Sorted t= niwi=tTi Student’s t-
. . V62 [ AfFT C
with sorted runs | scheme with standard | runs 7V distribution,
sampling scheme [3] | t-test. sampling df = r — 1;
scheme note that x; is

summed across
sorted runs.

estimating their performance on, |D|. We utilize the sorted runs sampling scheme both because it has been
demonstrated to perform at least as well as 10x10cv with the adjusted t-statistic, and because it shows
even better reproducibility — one of the key components of an effective model comparison test discussed
above. However, there are situations in which one might cautiously utilize an alternative approach (such
as the adjusted resampled t-test or 5x2cv) instead of these approaches, particularly if training two learners
a total of 100 times each (R -k = 100) is not practical. Additional effective methods for evaluating model
performance are mentioned in sections 5 and 6 below.

5. Case Study - Evaluating Classifiers on MOOC Data

In this section, we present a case study in model comparison to illustrate the application of the two
approaches identified above that are both statistically and practically appropriate for comparing classification
algorithms in this case. These are the corrected repeated k-fold cross-validation test with 10x10cv, and the
sorted runs sampling scheme with a paired t-test.

Our dataset is compiled from a financial literacy MOOC run on the Coursera platform through the
University of Michigan between February and May 2014. From the raw Coursera clickstream logs, a set of
features similar to that of [I0] was assembled. In particular, an appended featureset was used, where the
same set of p features is collected for each week w of the course, leading to a “wider” dataset each successive
week. The intuition behind this approach is that it expands the feature space for temporal prediction
problems, allowing the learner to exploit more information about each student and their activity patterns
as the course proceeds. This particular analysis utilized an appended feature set representing the learner

8



Table 2: Description of features. The same set of features was collected for both of the first two weeks of the course, and the
features were appended (column-wise) to create a set of these features for each of the weeks. For further detail, see [10].

Feature Description

Forum Views | Count of pageviews of course forum pages.
Active Days | Count of days learner registered any activity
in the course (maximum of 7).

Quiz At- | Count of attempted quiz questions.

tempts
Quiz Exams | Count of attempted exam questions.

Quizzes Hu- | Count of attempted human-graded quiz ques-
man Graded | tions (0 for all learners; no human-graded
quizzes in this course).

Forum Posts | Count of forum posts (this includes both fo-
rum posts and comments, which Coursera
tracks separately).

Direct Nodes | Number of distinct users a given user re-
sponded to on the forums (direct-reply).
Thread Number of distinct uses a given user posted in
Nodes the same forum with (thread-reply).

activity for the first two complete weeks of the course. The original dataset consisted of 51,088 observations
of 16 features (8 per week) based on those of [I0]. Students who had shown no activity in the first two weeks
of the course were removed as inactive students, because including them makes the prediction problem too
easy (this is a common approach; as an example, see [I7]). 75% of these remaining observations were used for
the model training and evaluation (to retain a holdout set for a robustness check comparing hypothesis test
results to true test performance or for future research) resulting in a dataset with |D| = 23, 537 observations.
The feature set was used to predict a binary variable for whether a learner would register any activity in
the third week of the course. 4,074 observations were positive (i.e., dropouts), resulting in a dataset with a
positive:negative outcome class balance of approximately 1:5.

The third week of activity was chosen as the target for prediction because it appears to be a turning
point in the course: many learners register no activity after the first or second week of the course, so the
dropout rate is much higher than in subsequent weeks (and we might expect many of those learners to be
“explorers” not interested in course completion; see ﬁgure. Unlike the early dropouts, a learner who shows
activity in the first two weeks, persisting to the third week, and then drops out is more likely to be making
an honest effort at completion. Additionally, the large decrease in dropouts after week 3 suggests that a
higher proportion learners who persist past the third week are able and motivated to successfully complete
the course, and that effective predictions (leading to effective interventions) here could substantially impact
course completion.

Two models — a multilayer perceptron (also known as a feedforward artificial neural network) and a
classification tree — were fit to the dataﬂ Hyperparameters for the models are tuned internally by the caret
package in R, and the only hyperparameter setting that was adjusted was setting the number of layers for
the neural network (L = 3). These models were selected because both are used in student success models
(the former is gaining widespread use, and the latter is common in previous research) and both make few

3The multilayer perceptron used was from the implementation in the RSNNS package in R [18]; the classification tree was
an implementation from the rpart package which itself is based on Breiman’s orifinal formulation [I9]; the caret package was
used as a wrapper for the training/testing procedure [7]. We refer the interested reader to these citations for details on the
implementations of these models.
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Figure 2: Learner dropout distribution over course weeks.

and weak (if any) assumptions about the underlying data and require no pre-training feature selection.
Both models were fit and evaluated using the same subsamples, allowing for valid comparisons between the
models (see [7] for details on implementation in R). Caret provides statistics for each model’s performance
across each individual resample, and our implementation uses identical resamples for both models. Because
both of the evaluation approaches identified above could utilize 10x10cv, this was used (the sorted runs
sampling scheme can be used with any number of folds, but the adjusted cross-validation approach achieved
the performance discussed above specifically with 10x100v)E|

The results in Table 3 show the sample averages for three different performance metrics-accuracy, area
under the Receiver Operating Characteristic, and specificity — and the resulting comparisons between them.
These results are intended to provide a multidimensional view of model performance and to give three
points of comparison for the different test statistics used. Additionally, the three performance metrics are
used to highlight different approaches to the challenge of the model comparison task in the context of
highly-unbalanced student performance datasets where a specific class (such as a dropout or failure) is of
particular interest. Note that, in practice, conducting three different comparisons would require a correction
for multiple comparisons, such as a Bonferroni correction, and would effectively be moving beyond the
two-model comparison task. Since these results are for demonstration purposes only, we will not provide a
correction.

A detailed review of the results shows several important practical features of the two-model comparison
task and the two test statistics used to evaluate this comparison. In general, the two test statistics (corrected
10x10cv and sorted runs) provide similar p-value estimates. The corrected 10x10cv provides slightly more
conservative p-value estimates in each case, which reflects its more conservative variance correction. The
increased estimated variance for the 10x10cv approach may be more conservative than necessary (variance
too large, shrinking the test statistic), or the uncorrected variance of the sorted runs test statistic may
not be conservative enough (variance too small, inflating the test statistic). Interestingly, in this particular
application, the two test statistics yielded nearly identical numerators for each of the three comparisons
(accuracy, AUC, specificity), despite quite different methods for calculating those sample means (sorted
mean across each run, vs. mean across all folds within run). The difference in p-value for the sorted runs
test statistic, then, is entirely due to the difference in estimated variance and the difference in degrees of
freedom used to calculate p-values from the test statistics. Note that both test statistics use the normal
calculation for a Student’s ¢-distribution (with degrees of freedom calculated as shown in Table 2).

4Sample code for implementing this model comparison is available in the following repository: |https://bitbucket.org/
jpgard/lak-mla-2017/src
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Table 3: Model performance results with p-values for corrected test statistics. Standard deviations shown in parentheses. Note
that the models reflected in the Accuracy’ column are different than the models reflected in the AUC and Specificity columns
— two separate models of each type were trained; one set optimized for accuracy (whose accuracy results are shown), and
another set optimized for the more imbalance-robust AUC measure (whose AUC/Specificity results are shown). Note that the
p-values of the significance tests used to not always support the conclusions of a simple “choose the best classifier” analysis
and indicate the potential that observed differences in performance between the models may be spurious. Additionally, note
that the specificity of 0 for the Multi-Layer Perceptron indicates that no positive cases (dropouts) were correctly identified by
this model.

Avg. Difference p-value
Model Avg. Performance MLP - CART Corrected Sorted Runs
10x10cv
0.826911
Multi-Layer 0.000382
Accuracy Perceptron (0.000171) (0.000641) 0.089406 0.022840
. . 0.826528
Classification (0.000660)
Tree
0.596456
Multi-Layer 0.029627
AUC Perceptron (0.015724) (0.034840) 0.016314 0.000196
. . 0.566828
Classification (0.034273)
Tree
0.000000
.o .. | Multi-Layer -0.000736
Specificity Perceptron (0.000000) (0.001328) 0.114304 0.047164
0.000736
Classification
Tree (0.001328)

The two test statistics track each other closely, with both yielding their lowest and highest p-values for
the same comparisons (AUC and specificity, respectively). Additionally, the different values of these test
statistics across metrics clearly reflect the fact that we are not always warranted in concluding that an
observed difference is likely to reflect a true difference in model performance. This is a desirable property
of null hypothesis statistical testing, which allows us to distinguish between true and potentially spurious
results. Particularly in the case of specificity (the proportion of true positives, i.e. dropouts, which are cor-
rectly identified as positives), which is a metric of great interest to practitioners given the highly unbalanced
nature of many learning analytics datasets and the high cost of correctly identifying the minority class (in
this case, dropouts), both test statistics show that a conclusion that the two models had true differences
in performance would be weak at best (depending on the chosen «), while a reported result of the simple
differences in average might lead readers to conclude otherwise.

The differences observed here almost certainly reflect the peculiarities of this particular dataset, but this
dataset is peculiar in one way that is quite similar to most other student performance datasets — it is highly
unbalanced, with a dropout:retention ratio of approximately 1:5, as noted previously. While there is little
research on how these test statistics perform on unbalanced datasets, [2] notes that the replicability of the
sorted runs sampling scheme actually increases as the data becomes more unbalanced, because learners tend
to predict the majority class more as that class becomes more prevalent (they do not conduct this evaluation
for any other sampling scheme).

6. Using Tests in Practice - Cautions and Caveats

The above application demonstrates an approach to the two-model comparison task in an effort to begin
a larger discussion about effective methods for model comparison and evaluation. However, grounding
research in statistically valid methodology is not simply about implementing a new test statistic. Several
other considerations need to be accounted for in the research and modeling process.
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One critical distinction, made at the outset of this paper, is between the two-model comparisons dis-
cussed in this work and multiple-model comparisons (or comparisons across multiple datasets). In practice,
researchers are likely to encounter the multiple comparison scenario, and methods beyond those described
in this paper should be used to avoid invalid inferences. We intend to address such methods in the context
of predictive models of student success in future work.

Another potential pitfall that is not new but has received renewed focus is that of obtaining overly
optimistic results from about model comparison through multiple, repeated rounds of viewing model com-
parisons [20, 2I]. By repeatedly building different models or feature sets, collecting model performance
samples, and testing these various iterations, researchers increase the likelihood of observing spurious corre-
lation and mistaking this for a true difference in model performance. The broad array of approaches to both
feature extraction and modeling make this a uniquely challenging element of implementing these procedures
in practice, and suggest that a deepened emphasis on pre-registration (specifying hypotheses and methods
prior to experimentation) would help diminish such concerns in future evaluation of student performance
predictors.

Another consideration — but one which works in the opposite direction of the optimistic bias above — is
that approaches which use cross-validation are subject to a pessimistic bias due to smaller datasets being
used for training than the actual size of D a model trained on k — 1 folds only contains % of the data (i.e.,
models trained in a 10-fold cross-validation approach only use 90% of the data). The effective size of this
bias depends both on the size of the dataset and the sensitivity of the modeling approach(es) to this size.
The multilayer perceptron used above, for example, is likely more sensitive to the training dataset size than
the classification tree, and the performance achieved with the perceptron on this relatively small dataset
should be seen as a conservative estimate of its performance on datasets of size |D|. Further research on this
issue is recommended below, and it reflects a larger set of open questions about whether researchers ought
to use different corrections for different types of models in the comparison task.

A final consideration, again familiar to statisticians, is the distinction between two-sided and one-sided
significance test, and its implications for conclusions about model performance [13]. The tests discussed
in this paper, and in almost all of the literature described above, are generally two-sided tests, although a
similar methodology can (cautiously) be used in conjunction with one-sided tests, if such a test is appropriate.
Researchers should keep in mind the difference between these two tests: in particular, the two-sided test
allows us to evaluate H 4 : p # 0 while a one-sided test allows us to evaluate Hq : pt > 0 or Hy : p < 0.

While the ability to draw a specific conclusion about whether P4 — Pg > 0 (that is, whether model
A performs better than model B) is attractive, using a two-sided test is typically only warranted if the
researcher has some a priori reason to believe that a given classifier performs better than another. If this
is not the case, and a researcher views model performance data before making a determination about the
use or direction of a one-sided test, then the results are effectively biased. Using a one-sided test entirely
disregards the possibility of a performance comparison going in the opposite direction-but in the general
case such an assumption seems unwarranted. Further discussion of this issue in the context of the model
comparison task is also recommended below.

As mentioned above, the two tests implemented here — the corrected repeated k-fold cross-validation test
with 10x10cv and the sorted runs sampling scheme with a Student’s ¢-test — are not the only acceptable
model comparison methods. While we highlight our reasons for favoring these approaches in Table 2 and the
analysis above, there are situations in which implementing these two specific tests may not be practical-such
as when conducting 100 iterations of model training is not feasible. In these cases, utilizing one of the other
approaches, such as adjusted resampling or adjusted 5x2cv, would still be far preferable to not conducting a
statistical test. The researcher would need to keep in mind the caveats to these methods mentioned in Table
2 and above (for instance, about the lower replicability or power of certain tests). Other approaches not
discussed here may also be useful to researchers, such as the ROC Convex Hull (ROCCH) method proposed
by [5]. This method is particularly useful when the learners being compared will be used to predict on
new datasets with target conditions (class balances, misclassification cost) that are different and unknown
in advance; it is not, however, an approach based on hypothesis testing. [6] also highlights McNemar’s
test as a potential alternative, but this test has the same inability to measure (and therefore account for)
sample variance as the difference-of-proportions test, and showed no substantial performance benefits in that
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analysis. Additionally, while the non-parametric McNemar’s test may be a more promising alternative to
t-testing due to its limited assumptions about the data, it may also suffer when tested on non-independent
overlapping data sets [9], though the degree to which this affects its performance is unclear.

7. Conclusion

In this paper, we present an overview of the two-model comparison task, with an emphasis on its
application to predictive models of student success. We provide an overview of predictive research in learning
analytics, and of statistical and machine learning research directed at adjusting traditional sampling and
hypothesis testing approaches to the model comparison task. We present a detailed explication of several
of these methods, including invalid methods that researchers should avoid using, and methods that have
demonstrated empirical and theoretical support. Finally, we demonstrate an application of two tests, the
corrected 10x10 cross-validation and the sorted runs sampling scheme with a ¢-test, to an actual comparison
of two classifiers in the context of MOOC dropout prediction. This application was used to compare and
contrast the two methods, both of which are acceptable for use in future research.

7.1. Future Research

As model comparison and evaluation rises as a priority for applied data science in general, and learn-
ing analytics in particular, further research is needed on several fronts. Overall, additional studies should
evaluate the several different approaches for sampling and hypothesis testing discussed in this paper. A
robust foundation of theoretical and applied research, with the latter using both simulated and real data,
is an essential prerequisite to effective evaluation of student success models. Future research should re-
visit the findings of previous predictive modeling experiments and seek to evaluate their results through
more statistically rigorous frameworksﬂ Additionally, this research should include discussions of end-to-end
methodologies for effective machine learning comparison and evaluation, including developing a consensus
around unbiased approaches to feature extraction, model selection, and model evaluation. Such analyses
will need to extend beyond the two-model case discussed here, and should be applicable to n > 2 clas-
sifiers. Given the variety of modeling approaches that continue to emerge, future research also needs to
evaluate whether all models should be treated equally in the case of hypothesis testing — as is the current
standard — or whether adjustments should be made for different levels of variation across different types of
models ([23] presented an early analysis of this challenge). Similarly, researchers should begin more active
discussions on how other statistical methods, such as one-sided vs. two-sided hypothesis testing, should be
implemented in experiments and under what conditions. Researchers should continue to discuss methods
for evaluating classifier performance on highly skewed data, moving the conversation beyond mere accuracy
and developing specific methodologies to evaluate classifier performance on unbalanced datasets. While this
paper highlights a two-class classification problem, there is a particular need for simple, effective measures
of multiclass performance metrics, as many student success prediction problems are multiclass (i.e., grade
prediction). Finally, null hypothesis statistical testing is not the only reasonable approach to this prob-
lem: Bayesian methods are also attracting increased interest in the machine learning community and these
methods have valuable additional insights to add to the model comparison task. Although a comparison ogf
null hypothesis statistical testing and Bayesian testing is beyond the scope of this paper, t is our hope that
future research further explores Bayesian testing methods and utilizes these insights, such as the concept of
practical significance, to evaluate predictive models of student success[T4].
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