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Stack Overflow (https://stackoverflow.com/) is one of the major community-
driven Question and Answer (Q&A) websites, focusing on topics related to
computer programming. It has nearly 7 million users, who ask more than 6700
questions every day. Each question can be associated with up to five different
tags, which serve as metadata to facilitate information retrieval.

In this paper, we consider the problem of supporting this process through
automatic tagging. From a machine learning point of view, we are facing a problem
of Extreme Multi-Label Classification (XMLC), as Stack Overflow allows for
choosing from several thousands of tags. Besides, instead of learning in a standard
batch mode, it is desirable to learn incrementally on the continuous stream of
questions entering the system, with the capability to capture changes and drifts
in the data; for example, many tags (such as ‘facebook’) have a lifetime, first
gaining popularity, then reaching a peak and eventually diminishing.

Thus, we end up with an extremely challenging problem of XMLC for data
streams with a non-stationary set of labels. To tackle this problem, we build on
an XMLC method based on probabilistic label trees (PLT), which has recently
been proposed in [1]. We extend this approach in two directions. First, instead
of specifying the entire PLT beforehand, we develop an adaptive version that
starts with only a single node and expands the tree whenever a new label is
observed in a training example. As a second contribution, we further improve
adaptive PLTs through stream-based boosting [2]. More specifically, we apply the
online boosting method by Oza and Russell, which we tailor for minimizing the
F-measure as a performance metric (instead of 0/1 loss, which is not appropriate
in the context of XMLC).

In addition to the methodological contributions, we present empirical results
based on extensive experiments with real data from Stack Overflow. Our ex-
perimental setting is focused on evaluating the usefulness of the extensions we
proposed for PLTs, i.e., the adaptive handling of labels and online boosting.
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