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Abstract

In this paper we present LEA (Linguistic
Exercises with Annotation tools). LEA is
a new didactic concept helping students
to become familiar with corpus linguistic
methods and annotation tools. The main
idea behind LEA is that classical linguis-
tic exercises are being solved with annota-
tion tools. We will present the advantages
of this method (e.g. didactic benefits, auto-
matic correction) and describe two already
existing LEA e-learning packages: part-
of-speech annotation using tab-separated-
value files with spreadsheet software and
syntactic analysis with Synpathy.1

1 Introduction

Corpus linguistics as a method has become more
and more important for linguistic research in the
last decades (Gries, 2009; Bender and Good, 2010).
However, creating or working with digitally anno-
tated data can be a difficult task for beginners. This
is especially true within the philologies where most
students lack the computational expertise needed
for corpus linguistics (Bubenhofer, 2011). In addi-
tion, there is often not much time to teach the re-
lated methods within these disciplines. This leads
to the situation that students have to deal with a lot
of practical issues when doing their first own empir-
ical research: “Working empirically is a complex
task and acquiring the necessary technical exper-
tise in order to use the tools can lead to frustration”
(Bubenhofer, 2011, p. 148)2.

With LEA (Linguistic Exercises with Annota-
tion tools) we introduce an e-learning approach that
helps solving this problem. On the one hand, LEA

1Both authors contributed equally to the paper.
2Own translation of: “Empirisches Arbeiten ist aufwändig

und wenn gleichzeitig noch die technischen Fertigkeiten er-
langt werden müssen, um die Werkzeuge anwenden zu können,
kann dies zu Frustgefühlen führen.”

is a collection of ready-to-use exercises that can be
incorporated into classes when linguistic categories
like part of speech (PoS) are being introduced. On
the other hand, LEA is more than just an e-learning
package. It is a didactic methodology which helps
students to become familiar with corpus linguis-
tic methods and tools, since the exercises come in
the shape of annotation tasks: Students solve tradi-
tional linguistic exercises like PoS categorization
or syntactic analysis and at the same time learn how
to use annotation tools.

In the first part of the paper, we explain the con-
cept behind LEA. Then, this concept is further il-
lustrated with the description of two already ex-
isting LEA packages (PoS classification and syn-
tactic analysis) which have been designed for first
semester introductory courses to German linguis-
tics as part of German philology. In the last part,
we present the experiences we made from applying
LEA in teaching.

LEA is available at https://korpuslab.
github.io/lea.

2 LEA – The concept

LEA combines traditional linguistic exercises with
annotation tools, simplified annotation guidelines,
and tools for correction and evaluation. The con-
cept can be best explained in terms of the “Trojan
Horse metaphor” except that there is something
good coming out from the horse’s inside, i.e. the
computational know how: While doing exercises
students learn about corpus linguistic methods and
ways of creating sustainable annotated data, since
they are basically solving an annotation task. The
data that is annotated consists of invented sentences
as they are typically used in class for illustrating
and practicing specific linguistic concepts. The stu-
dents simply use annotation tools to “write down”
their solution for the exercise. Therefore, LEA dif-
fers from other didactic approaches where either
existing corpus resources are used (Beißwenger
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and Storrer, 2011) or a corpus resource is created
by students (Zeldes, 2017).

Using annotation tools for exercises has several
advantages over the classical way of using pen and
paper. First of all, it exposes students to software
and concepts from corpus linguistics before they
actually try to employ corpus linguistic methods.
The students can benefit from this new knowledge
in their later research and do not have to struggle
with the annotation tools and file formats when ac-
quiring statistical methods and other tools that are
necessary for corpus linguistic research. Secondly,
as the students’ answers are created digitally in a
certain format, it is easy for the lecturer to evalu-
ate the answers and prepare the discussion in class.
Thirdly, LEA supports media change: Instead of
solving exercises with pen and paper the students
use special computer programs. The new ways of
visualization can support a better understanding of
linguistic concepts. In addition, the exercises come
with annotation guidelines so that the concepts that
the students have learned and which they are prac-
ticing are being presented from a new perspective.
This also supports the understanding process.

Each LEA package has the same structure. It
consists of the following parts: (i) the exercise, (ii)
a manual describing how to work with the exer-
cise plus examples and annotation guidelines, (iii)
a manual for the annotation tool including informa-
tion on how to obtain it, (iv) the sample solution,
and (v) a tool for automatic correction and evalua-
tion of the answers. The whole package comes as
hypertext allowing to navigate the manuals and get
the files for the exercises.

With the help of the manuals students learn to
install and use the software needed for the exer-
cises. Note that this step does not necessarily need
to be supervised in class since the manuals are
built as self-learning resources. Especially courses
with a full schedule and lack of time for technical
issues benefit from this approach. As mentioned
above, LEA aims at linguistics as part of philolo-
gies where students as well as instructors often
lack computational expertise. Therefore, the man-
uals lead users with screenshots through the steps
that are necessary to solve the exercise. They also
contain additional background information which
gives students the opportunity to learn more about
the tools and the data format. More experienced
learners can skip what they already know.

LEA packages can be used straight away as they

come but they can also be adapted to the needs
of the course. How to create new exercises is ex-
plained in the manuals. Due to its modular struc-
ture, that is to say modules describing an annota-
tion tool are separated from modules containing the
exercise, it is easy to add a new exercise: The ex-
ercise and its description can simply be combined
with already existing technical parts (mainly the
description of the annotation tool).

Up to now, there are two LEA packages, one
for part of speech and one for phrase types and
syntactic functions.

3 The part-of-speech exercise

Every student of linguistics is being confronted
with PoS exercises at some point of her academical
studies, usually in the first year. A classical task
would be assigning categories like noun, verb or
preposition to specific word forms, e.g. the tokens
in the sentence The cat sits under the table. Since
not every classification is as easy as this example a
lot of practice is necessary.

The LEA PoS package provides a new form
for this traditional task: Instead of annotating the
words with pen and paper the exercise comes in
a tab-separated-value (tsv) file that can be edited
with common spreadsheet applications like Libre
Office Calc3. We chose this as annotation tool for
the exercise because we assume that students are
usually already familiar with spreadsheet software
which makes it easier for them to fulfill the anno-
tation task. Furthermore, the students learn how
to work with a typical file format for tabular data,
a format that is often used for data in corpus lin-
guistics4. When solving the exercise they learn
about various aspects connected to this file format,
e.g. handling different kinds of text delimiters like
tab or comma, and choosing the right encoding
when opening text files which contain non-ASCII
characters like German umlauts.

When classifying the examples, the students are
asked to use a tagset. For the created exercise, we
use a simplified version of the Stuttgart-Tübingen
Tagset (STTS) (Schiller et al., 1999), which is a de-
facto standard for PoS tagging for German (Zins-
meister et al., 2014). It is for example used in one
of the annotation layers in the German Reference

3https://www.libreoffice.org/
4Compare the various variants of the CoNLL formats for

example the CoNLL-U format used by the universal depen-
dencies project (http://universaldependencies.
org/format.html).
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Corpus (DeReKO) (Belica et al., 2009), which is an
important resource for the study of contemporary
German.

On a more conceptual level, the method intro-
duces the concept of tagsets and annotation guide-
lines to the students. While the introduction of
PoS in linguistics often emphasizes the theoreti-
cal aspects of the categories (e.g. morphological
vs. syntactic criteria), annotation guidelines focus
on distinguishing the categories in real texts. These
different approaches complement each other and
help the students to understand the different parts
of speech.

The students use a slightly modified version of
the original STTS as a tagset: Some categories,
e.g. different kinds of particles, were converted into
broader classes, since they are not being distin-
guished in most of the introduction literature to
German linguistics (Linke et al., 2004; Meibauer
et al., 2007; Busch and Stenschke, 2014) or syn-
tax (Dürscheid, 2012; Pittner and Berman, 2015).
Some tags like for instance “FM” for foreign-
language material were omitted entirely. On the
other hand, we extended STTS with categories that
are usually distinguished in courses for German lin-
guistics; we split for example the category “article”
(“ART”) into “definite article” (“ARTDEF”) and
“indefinite article” (“ARTINDEF”).

The exercise sentences and the categorization
of the tokens itself have been created on the basis
of the above mentioned introductions to German
syntax. As such, the exercise should be usable
in a wide range of courses for German linguistics.
However, changing the exercise to the needs of a
specific course is as easy as creating a new tsv-file
and – if necessary – adapting the description of
the tagset which is presented as a html-file created
from Markdown, a simple markup language5.

Solving the exercises digitally by creating tsv-
files allows to facilitate the correction and evalu-
ation of the students’ solutions by automatically
comparing them to the sample solution. In order
to make this possible for lecturers who themselves
do not have a background in corpus linguistics,
we created a simple tool. It is written in Java and
should therefore run on all common platforms. The
tool reads in a sample solution and a folder con-
taining the students’ solutions. It then compares
each solution to the sample solution and creates

5https://daringfireball.net/projects/
markdown/syntax

a version where deviations from the sample so-
lution are marked and the correct answer is pro-
vided for each of the students’ solution. To help
the lecturer getting an insight on frequent mistakes,
i.e. problematic categories, the tool also outputs
helpful statistics (e.g. mean number of errors, most
frequent mistakes and a confusion matrix) as is
illustrated in Fig. 1.

4 The syntax exercise

The syntax exercise focuses on phrase types
(e.g. nominal phrase or prepositional phrase) and
syntactic functions (subject, object etc.) which rep-
resent the basic inventory of a wide rage of linguis-
tic theories. As annotation tool for the exercise we
chose Synpathy6, a tool for manual syntactic anno-
tation. Even though Synpathy is rather old and not
under active development anymore, there are three
reasons why we preferred it to other programs:

Firstly, current tools that allow syntactic annota-
tion, e.g. Arborator (Gerdes, 2013) and WebAnno
(Yimam et al., 2016), use dependencies, a theo-
retical framework which only plays a secondary
role in German linguistics. Since Synpathy allows
to annotate constituents with labeled and crossing
edges it is suitable for the kind of syntactic analysis
that we find in most of the established introduction
literature (Dürscheid, 2012; Pittner and Berman,
2015, among others). The presented syntax exer-
cise does not aim at presenting analyses based on a
specific theoretical framework like dependency or
phrase-structure but to introduce general categories
like phrase types and syntactic functions. It is also
possible to include other categories like topological
fields using Synpathy, cf. the annotation guidelines
for Tüba-D/Z (Telljohann et al., 2015) where topo-
logical fields are annotated.

Secondly, Synpathy is relatively easy to use es-
pecially when compared to general purpose annota-
tion tools like GATE (Cunningham et al., 2011) and
Atomic (Druskat et al., 2014) which could also be
used to annotate constituency trees but are harder
to learn due to their general nature and therefore
are not suitable for the purpose of LEA.

Thirdly, Synpathy saves the annotation in the
Tiger-XML-format7, which is well supported by
other tools. There are for example importers for

6https://tla.mpi.nl/tools/tla-tools/
older-tools/synpathy/

7http://www.ims.uni-stuttgart.
de/forschung/ressourcen/werkzeuge/
TIGERSearch/doc/html/TigerXML.html
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Figure 1: Correction tool Figure 2: Syntax annotation

the corpus search tool ANNIS (Krause and Zeldes,
2016). Thus, students can use Synpathy to create
syntactically annotated data for their own studies
that can be searched and visualized with ANNIS.8

We want to highlight a didactic aspect of using
Synpathy to solve the syntax exercises in partic-
ular: Students often have problems distinguish-
ing between parts of speech, syntactic functions
and phrase types. By using Synpathy, they are
confronted with a visualization of an analysis that
clearly distinguishes the three types of categories,
cf. Fig. 2 which illustrates how the sentence Er
feierte gestern auf dem Kiez seinen runden Geburt-
stag. (Engl.: ‘He celebrated his big birthday on the
Kiez yesterday’) would be annotated. While the
phrase types are represented as labels of oval nodes,
the syntactic functions are edge labels that are vi-
sualized in rectangles. The PoS tags are shown
below the tokens. This helps students to differ-
entiate between those category types. Note that
the analyis in Fig. 2 is based on the simplified ver-
sion of STTS created for the exercise. AP stands
for Adposition. This tag corresponds to the more
specific tags APPR for Preposition and APPO for
Postposition in STTS. The two other tags from
STTS that are subordinated under AP – APPRART
for preposition-article contractions and APZR for
the right part of circumpositions – do not have a
counterpart in our simplified tagset as these special
cases do not appear in the exercise.

For the automatic correction, we extended Syn-
pathy with a function to compare a set of Tiger-
XML files (the students’ solutions) with the cur-
rently opened file (the sample solution).9 The com-

8However, getting the data into ANNIS is not trivial and
would have to be taught in a later course.

9This extended version of Synpathy can be found at
https://github.com/fab-bar/Synpathy.

parison of the trees is done using the algorithm
given in Brants and Skut (1998). The results are
presented in tabular form, giving an overview over
wrongly analyzed sentences.

5 Experiences with LEA

In order to assess the didactic value and the us-
ability of the two LEA packages we conducted
surveys in three introductory courses for German
linguistics during summer term 2016 and again in
three courses during winter term 2016/2017 using
LimeSurvey10. The feedback was used for improve-
ments of the packages.

The overall reaction to LEA was positive and
the packages are still in use in the current summer
term. The survey indicates that working with the
annotation guidelines contributed to a better under-
standing of the linguistic concepts as described in
the previous sections: when asked whether STTS
was helpful for understanding parts of speech, all
of the students agreed.

Furthermore, the testing phase of LEA revealed
some problems regarding the usage of the annota-
tion tools: with the first version many students were
not able to open the exercise and solve it properly.
For example, the Tiger-XML files used by Synpa-
thy were opened in the browser when the students
followed the link to the file in the manual. Many
students did not know how to save the file to disk
and open it with Synpathy. To circumvent this prob-
lem, we packed the exercise file into a zip-archive
which does not open in the browser. A different
type of problem appeared when the tab-separated-
value files were opened with Excel directly and not
via the option to import the data “from text” since
this leads Excel to expect “;” as separator resulting

10https://www.limesurvey.org/de/
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in a corrupted file (the first column contains the tab
used as separator). Even though the students were
able to solve the exercise in this case, the automatic
evaluation did not work.

These observations confirm the lack of techni-
cal know how as described by Bubenhofer (2011)
and at the same time stress the need for didactic
concepts like LEA.

6 Conclusion and further work

With LEA we present both a collection of e-
learning packages and an underlying didactic con-
cept which helps students to become familiar with
annotation tools and methods from corpus linguis-
tics. In this paper, we described two exercises for
syntax related categories that introduce tsv-files for
parts of speech and Synpathy as an annotation tool
for phrase types and syntactic functions. They are
currently used in introductory courses for German
linguistics at Universität Hamburg and Heinrich
Heine University Düsseldorf and under active de-
velopment in the sense that we integrate solutions
to problems that are encountered.

In the future, we are planning to extend LEA
with new exercises. While the current packages
focus on syntax, exercises for a wider range of top-
ics are possible, e.g. annotation of semantic roles
with SALTO (Burchardt et al., 2006), spoken lan-
guage with EXMARaLDA (Schmidt and Wörner,
2009) or phonetic analysis with Praat (Boersma
and Weenink, 2013).

While these programs – similar to spreadsheet
applications and Synpathy used for the presented
exercises – are all specialized standalone tools,
many currently developed tools are web-based,
e.g. WebAnno. Web-based tools have the advan-
tage that annotators do not need to install the soft-
ware and annotation tasks may be prepared for
them, e.g. in form of a project with the annotation
categories needed as well as the data which is sup-
posed to be annotated. In this case, the students
only need to learn how to annotate with the tool.
It makes the task easier, because they do not have
to work with tsv- or xml-files. However, this way
the students will not learn how to deal with such
file formats – one of the learning targets of the
presented LEA exercises. Without this knowledge
students will always depend on the availability of
the data and tools in a web-based application. Yet,
at some point they will need to import or export
data, e.g. for further analysis of the annotated data

using spreadsheet software. Therefore, we also
plan to create exercises where the students will
have to prepare and import data into a web-based
tool like WebAnno themselves.
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Mair, František Šticha, and Ulrich H. Waßner, edi-
tors, Grammatik und Korpora 2009. Dritte Interna-
tionale Konferenz. Mannheim, 22.-24.9.2009, num-
ber 1 in Korpuslinguistik und interdisziplinäre Per-
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