
A Comparison of Frequent Pa�ern Techniques and a
Deep Learning Method for Session-Based Recommendation

Iman Kamehkhosh

TU Dortmund

iman.kamehkhosh@tu-dortmund.de

Dietmar Jannach

TU Dortmund

dietmar.jannach@tu-dortmund.de

Malte Ludewig

TU Dortmund

malte.ludewig@tu-dortmund.de

ABSTRACT
Making session-based recommendations, i.e., recommending items

solely based on the users’ last interactions without having access

to their long-term preference pro�les, is a challenging problem

in various application �elds of recommender systems. Using a

coarse classi�cation scheme, the proposed algorithmic approaches

to this problem in the research literature can be categorized into

frequent pa�ern mining algorithms and approaches that are based

on sequence modeling. In the context of methods of the la�er class,

recent works suggest the application of recurrent neural networks

(RNN) for the problem. However, the lack of established algorithmic

baselines for session-based recommendation problems makes the

assessment of such novel approaches di�cult.

In this work, we therefore compare a state-of-the-art RNN-based

approach with a number of (heuristics-based) frequent pa�ern

mining methods both with respect to the accuracy of their recom-

mendations and with respect to their computational complexity.

�e results obtained for a variety of di�erent datasets show that in

every single case a comparably simple frequent pa�ern method can

be found that outperforms the recent RNN-based method. At the

same time, the proposed much more simple methods are also com-

putationally less expensive and can be applied within the narrow

time constraints of online recommendation.
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1 INTRODUCTION
Making recommendations solely based on a user’s current session

and most recent interactions is a nontrivial problem for recom-

mender systems. On an e-commerce website, for instance, when

a visitor is new (or not logged in), there are no long-term user

models that can be applied to determine suitable recommendations

for this user. Furthermore, recent work shows that considering the

user’s short-term intent has o�en more e�ect on the accuracy of the

recommendations than the choice of the method used to build the

long-term user pro�les [20]. In general, such types of problems are
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common on e-commerce sites, e.g., when returning users do not log

in every time they use the site. �e same challenges can, however,

be observed also for other application domains, in particular for

news and media (music and video) recommendation [21, 33].

�e problem of predicting the next actions of users based solely

on their sequence of actions in the current session is referred to

in the literature as session-based recommendation. A number of

algorithmic approaches have been proposed over the years to deal

with the problem. Early academic approaches, for example, rely

on the detection of sequential pa�erns in the session data of a

larger user community. In principle, even simpler methods can be

applied. Amazon’s “Customers who bought . . . also bought” feature

represents an example that relies on simple co-occurrence pa�erns

to generate recommendations, in that case in the context of the

very last user interaction (an item view event). A number of later

works then explored the use of Markov models [30, 35, 39], and

most recently, researchers explored the use of recurrent neural

networks (RNN) for the session-based next-item recommendation

problem [16, 17, 38, 42].

Today, RNNs can be considered one of the state-of-the-art meth-

ods for sequence learning tasks. �ey have been successfully ex-

plored for various sequence-based prediction problems in the past

[5, 9, 11, 18] and in a recent work, Hidasi et al. [16] investigated an

RNN variant based on gated recurrent units (GRU) for the session-

based recommendations problem. In their work, they benchmarked

their RNN-based method gru4rec with di�erent baseline methods

on two datasets. �eir results showed that gru4rec is able to out-

perform the baseline approaches in terms of accuracy for top-20

recommendation lists.

While these results indicate that RNNs can be successfully ap-

plied for the given recommendation task, we argue that the experi-

mental evaluation in [16] does not fully inform us about di�erent

aspects of the e�ectiveness and the practicability of the proposed

method. First, regarding the e�ectiveness, it is unclear if the meth-

ods to which gru4rec was compared are competitive. Second, as

the evaluation was based on one single training-test split and only

using accuracy measures, further investigations are necessary to

assess, for example, if some algorithms exhibit certain biases, e.g., to

recommend mostly popular items. �ird, even if the RNN method is

e�ective, questions regarding the scalability of the method should

be discussed, in particular as hyper-parameter optimization for the

complex networks can become very challenging in practice.

�e goal of this work is to shed light on these questions and in

the remainder of this paper we will report the detailed results of

comparing a state-of-the-art RNN-based method with a number

of computationally more e�cient pa�ern mining approaches in

di�erent dimensions.



2 PREVIOUS WORKS
In session-based recommendation problems, we are given a se-

quence of the most recent actions of a user and the goal is to �nd

items that are relevant in the context of the user’s speci�c short-

term intent. One traditional way to determine recommendations

given a set of recent items of interest is to apply frequent pat-

tern mining techniques, e.g., based on association rules (AR) [1].

AR are o�en applied for market basket analysis with the goal to

�nd sets of items that are bought together with some probability

[14]. �e order of the items or actions in a session is irrelevant

for AR-based approaches. Sequential pa�erns mining (SP) [2] tech-

niques, in contrast, consider the order of the elements in sessions

when identifying frequent pa�erns. In one of the earlier works,

Mobasher et al. [32] used frequent pa�ern mining methods to pre-

dict a user’s next navigation action. In another work, Yap et al. [47]

propose a sequential pa�ern-mining-based next-item recommen-

dation framework, which weights the pa�erns according to their

estimated relevance for the individual user. In the domain of music

recommendation, Hariri et al. more recently [15] propose to mine

sequential pa�erns of latent topics based on the tags a�ached to

the tracks to predict the context of the next song.

A di�erent way of �nding item-to-item correlations is to look

for sessions that are similar to the current one (neighbors), and to

determine frequent item co-occurrence pa�erns that can be used in

the prediction phase. Such neighborhood-based approaches were

for example applied in the domains of e-commerce and music in

[4] or [26]. In some cases and application domains, simple co-

occurrence pa�erns are despite their simplicity quite e�ective, see,

e.g., [20, 40] or [44].

Di�erently from such pa�ern- and co-occurrence-based tech-

niques, a number of recent approaches are based on sequence mod-
eling using, e.g., Markov models. �e main assumption of Markov-

model-based approaches in the context of session-based recom-

mendation is that the selection of the next item in a session is de-

pendent on a limited number of previous actions. Shani et al. [35]

were among the �rst who applied �rst-order Markov chains (MC)

for session-based recommendation and showed the superiority of

sequential models over non-sequential ones. In the music domain,

McFee and Lanckriet [30] proposed a music playlist generation

algorithm based on MCs that – given a seed song – selects the

next track from uniform and weighted distributions as well as from

k-nearest neighbor graphs. Generally, a main issue when applying

Markov chains in session-based recommendation is that the state

space quickly becomes unmanageable when all possible sequences

of user selections should be considered [12, 16].

More recent approaches to sequence modeling for session-based

recommendation utilize recurrent neural networks (RNN). RNNs

process sequential data one element at a time and are able to selec-

tively pass information across sequence steps [28]. Zhang et al. [49],

for example, successfully applied RNNs to predict advertisement

clicks based on the users’ browsing behavior in a sponsored search

scenario. For session-based recommendations, Hidasi et al. [16]

investigated a customized RNN variant based on gated recurrent

units (GRU) [5] to model the users’ transactions within sessions.

�ey also tested several ranking loss functions in their solutions.

Later on, in [17] and [42] RNN-based approaches were proposed

which leverage additional item features to achieve higher accu-

racy. For the problem of news recommendation, Song et al. [36]

proposed a temporal deep semantic structured model for the combi-

nation of long-term static and short-term temporal user preferences.

�ey considered di�erent levels of granularity in their model to

process both fast and slow temporal changes in the users’ prefer-

ences. In general, neural networks have been used for a number

of recommendation-related tasks in recent years. O�en, such net-

works are used to learn embeddings of content features in compact

�xed-size latent vectors, e.g., for music, for images, for video data,

for documents, or to represent the user [3, 6–8, 13, 25, 29, 46].

�ese representations are then integrated, e.g., in content-based

approaches, in variations of latent factor models, or are part of new

methods for computing recommendations [7, 8, 13, 27, 37, 43, 45].

In the work presented in this paper, we will compare di�erent

existing and novel pa�ern-mining-based approaches with a state-

of-the-art RNN-based algorithm.

3 EXPERIMENT CONFIGURATIONS
3.1 Algorithms

3.1.1 RNN Baseline. gru4rec is an RNN-based algorithm that

uses Gated Recurrent Units to deal with the vanishing or exploding

gradient problem proposed in [16]. In our experiments, we used

the Python implementation that is shared by the authors online.
1

3.1.2 Session-based kNN – knn. �e knn method searches the k
most similar past sessions (“neighbors”) in the training data based

on the set of items in the current session. Since the process of

determining the neighbor sessions becomes very time-consuming

as the number of sessions increases, we use an special in-memory

index data structure (cache) in our implementation. Technically, in

the training phase, we create a data structure that maps the training

sessions to their set of items and one structure that maps the items

to the sessions in which they appear. To make recommendations for

the current session s , we �rst create a union of the sessions in which

the items of s appear. �is union will be the set of possible neighbors

of the current session. �is is a fast operation as it only involves a

cache lookup and set operations. To further reduce the computa-

tional complexity of the prediction process, we select a subsample

of these possible neighbors using a heuristic. In this work, we took

the m most recent sessions as focusing on recent trends has shown

to be e�ective for recommendations in e-commerce [23]. We then

compute the similarity of thesem most recent possible neighbors

and the current session and select the k most similar sessions as

the neighbor sessions of the current session. Again through lookup

and set union operations, we create the set of recommendable items

R that contains items that appear in one of the k sessions. For each

recommendable item i in R, we then compute the knn score as the

sum of the similarity values of s and its neighbor sessions n ∈ Ns
which contains i (Equation 1). �e indicator function 1n (i) returns

1 if n contains i and 0 otherwise, see also [4].

scoreknn(i, s) = Σn∈Ns sim(s,n) × 1n (i) (1)

In our experiments, we tested di�erent distance measures to

determine the similarity of sessions. �e best results were achieved

when the sessions were encoded as binary vectors of the item space
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and when using cosine similarity. In our implementation, the set

operations, similarity computations, and the �nal predictions can

be done very e�ciently as will be discussed later in Section 4.2.2.

Our algorithm has only two parameters, the number of neighbors

k and the number of sampled sessionsm. For the large e-commerce

dataset used in [16], the best parameters were, for example, achieved

with k = 500 and m = 1000. Note that the kNN method used in

[16] is based on item-to-item similarities while our kNN method

aims to identify similar sessions.

3.1.3 kNN Temporal Extension – tknn. �e knn method, when

using cosine similarity as a distance measure, does not consider the

temporal sequence of the events in a session. To be able to leverage

the temporal information within the knn technique, we designed

an additional temporal-�ltering heuristic for it. �e proposed tknn

method uses the same scoring scheme as the knn method (Equa-

tion 1). �e only di�erence is that, given the current session s , we

consider item i as being recommendable only if it appears in the

neighbor session n directly a�er a certain item. In our implemen-

tation, that certain item is the last item of the current session s .
Technically, we therefore use a slightly di�erent implementation of

the indicator function of Equation 1: 1n (i) = 1 if neighbor session

n contains i and (j, i) is a subsequence of n, where j is the last item

of the current session and thus the basis to predict the next item.

3.1.4 Simple Association Rules – ar. To assess the strength of

simple two-element co-occurrence pa�erns, we included a method

named ar which can be considered as an association rule technique

with a maximum rule size of two. Technically, we create a rule rp,q
for every two items p and q that appear together in the training

sessions. We determine the weight, wp,q , of each rule simply as the

number of times p and q appear together in past sessions. Given

the current session s , the ar score of a target item i will be then

computed as

scorear(i, s) = wi, j × 1AR (ri, j ) (2)

where j is the last item of the current session s for which we want

to predict the successor and AR is the set of rules and their weights

as determined based on the training data. �e indicator function

1AR (ri, j ) = 1 when AR contains ri, j and 0 otherwise.

3.1.5 Simple Sequential Rules – sr. �e sr method is a variant of

ar, which aims to take the order of the events into account. Similar

to the ar method, we create a sequential rule for the co-occurrence

of every two items p and q as rp,q in the training data. �is time,

however, we consider the distance between p and q in the session

when computing the weight of the rules. In our implementation,

we use the multiplicative inverse as a weight function and set

wp,q = 1/x , where x is the number of items that appear between p
and q in a session. Other heuristics such as a linear or a logarithmic

function can also be used. In case that those two items appear

together in another session in the training data, the weight of the

rule in that session will be added to the current weight. We �nally

normalize the weight and divide it by the total number of sessions

that contributed to the weight. Given the current session s , the sr

score of a target item i is then computed as

scoresr(i, s) = w j,i × 1SR (r j,i ) (3)

Table 1: Dataset characteristics.

RSC TMall #nowplaying 30Music AotM 8tracks

Sessions 8M 4.6M 95K 170K 83K 500K

Events 32M 46M 1M 2.9M 1.2M 5.8M

Items 38K 620K 115K 450K 140K 600K

Avg. E/S 3.97 9.77 10.37 17.03 14.12 11.40

Avg. I/S 3.17 6.92 9.62 14.20 14.11 11.38

where j is the last item of session s and SR is the set of sequential

rules. �e indicator function 1SR (r j,i ) = 1 when SR contains r j,i
and 0 otherwise.

3.1.6 Hybrid Approaches. We made additional experiments with

several hybrids that combine di�erent algorithms. At the end, a

weighted combination of the two normalized prediction scores of

the algorithms led to the best results in our experiments.

3.2 Datasets and Evaluation Protocol
We performed experiments using datasets from two di�erent do-

mains in which session-based recommendation is relevant, namely

e-commerce and next-track music recommendation. �e source

code and the public datasets can be found online.
2

3.2.1 E-commerce Datasets. For the e-commerce domain, we

chose the ACM RecSys 2015 Challenge dataset (RSC) as used in

[16]. �e RSC dataset is a collection of sequences of click events

in shopping sessions. �e second e-commerce dataset is a public

dataset published for the TMall competition. �is dataset contains

shopping logs of the users on the Tmall.com website.

3.2.2 Music Datasets. We used (a) two datasets that contain

listening logs of several thousand users and (b) two datasets that

comprise thousands of manually created playlists.
Listening logs: �ese used datasets are (almost one-year-long)

sub-samples of two public datasets. First, we created a subset of

the #nowplaying dataset [48], which contains music-related tweets

on Twi�er. Second, we used the recent 30Music dataset [41], which

contains listening sessions retrieved from Internet radio stations

through the Last.fm API.

Playlists: Generally, music playlists are di�erent in nature from

listening logs and e-commerce user logs in various ways. Nonethe-

less, they are designed to be consumed in a listening session and the

tracks are o�en arranged in a speci�c sequence. �e used playlist

datasets come from two di�erent music platforms. �e Art-of-the-
Mix dataset (AotM) was published by [31] and contains playlists

by music enthusiasts. �e 8tracks dataset was shared with us by

the 8tracks platform. A particularity of the 8tracks dataset is that

each public playlist can only contain two tracks per artist.

�e dataset statistics are shown in Table 1. �e total number

of sessions is larger for the e-commerce datasets. However, the

number of unique items in the music datasets, which corresponds

to the number of tracks included in the playlists or the number of

played tracks in the listening sessions, is higher than the number

of items in e-commerce datasets.

2
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�e music sessions are on average longer than the e-commerce

sessions.
3

�e last row of Table 1 shows the average number of

unique items in each session (“Avg. I/S”). Comparing this value

with the average session length (“Avg. E/S”) indicates what we call

the item repetition rate in each dataset. Including the same track

more than once in a playlist is comparably uncommon. Listening

to a track more than once during a listening session is, however,

common. �e di�erence between the average session length and

the average number of items in each session for the e-commerce

dataset indicates that re-occurring of the same item in a session is

common in the e-commerce domain.

3.2.3 Evaluation Protocol. �e general task of the session-based

recommendation techniques in our experiment is to predict the next-

item view event in a shopping session or to predict the next track

that is played in a listening session or is included in a playlist. To

evaluate the session-based algorithms, we use the same evaluation

scheme as in [16]. We incrementally add events to the sessions in

the test set and report the average hit rate (HR), which corresponds

to recall in this evaluation se�ing, and the mean reciprocal rank

(MRR), which takes the position of the hit into account. We tested

list lengths of 1, 2, 3, 5, 7, 10, 15, and 20. While the experiments

in [16] are done without cross-validation, we additionally apply a

�vefold sliding-window validation protocol as in [24] to minimize

the risk that the obtained results are speci�c to the single train-test

split. We, therefore, created �ve train-test splits for each dataset.

For the listening logs, we used 3 months of training data and the

next 5 days as the test data and randomized splits for the playlists

as they have no timestamps assigned.

4 RESULTS
4.1 Accuracy Results
Our �rst experiment used the exact same setup as described in [16],

i.e., we use only one training-test split when comparing gru4rec

with our methods. As done in [16], we trained the algorithms using

6 months of data containing 7,966,257 sessions of 31,637,239 clicks

on 37,483 items and tested them on the sessions of the next day.

In the subsequent sections, we then report the results of our

comparison using the sliding-window validation scheme described

above with recommendation list lengths varying from 1 to 20. In all

experiments, we tuned the parameters for the di�erent algorithms

using grid search and optimized for HR@20 on validation sets

(subsets of the training sets). gru4rec was only optimized with

100 layers as done in [16] due to the computational complexity of

the method. To test for statistical signi�cance, we use Wilcoxon

signed-rank test with α = 0.05.

4.1.1 Results Using the Original Evaluation Setup. Table 2 shows

the results ordered by the hit rate (HR@20) when using the origi-

nal setup. We could reproduce the hit rate and MRR results from

[16] (using their optimal parameters) for gru4rec(1000,bpr) and

gru4rec(1000,top1), which use 1000 hidden units and the TOP1 and

BPR’s pairwise ranking loss functions, respectively. In Table 2, we

additionally report the results for recommendation list length ten,

which might be more important for di�erent application domains.

3
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Table 2: Results when using the evaluation scheme of [16].

Method HR@10 MRR@10 HR@20 MRR@20

sr 0.568 0.290 0.672 0.297
tknn 0.545 0.251 0.670 0.260

ar 0.543 0.273 0.655 0.280

knn 0.521 0.242 0.641 0.250

gru4rec(1000,bpr) 0.517 0.235 0.636 0.243

gru4rec(1000,top1) 0.517 0.261 0.623 0.268
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Figure 1: MRR results for the e-commerce datasets (* indi-
cates statistical signi�cance).

�e best accuracy results were achieved by the sr method both

for the hit rate and MRR and for both list lengths. In terms of the hit

rate, every single frequent pa�ern method used in the experiment

was be�er than the gru4rec methods. A similar observation can be

made also for the MRR, with the exception that the knn-based meth-

ods consistently performed worse than the gru4rec(1000,top1)

method on this measure.

4.1.2 E-commerce Datasets. Figure 1 shows the MRR results for

the algorithms on the two e-commerce datasets, RSC and TMall.

For both datasets, we can observe that most of the frequent pa�ern

methods lead to higher or at least similar MRR values as gru4rec.

�ere is, however, no clear “winner” across both datasets. �e sr

method works best for the RSC dataset. On the TMALL dataset,

the knn method outperforms the others, an e�ect which might be

caused by the longer list session lengths for this dataset.
4

In both

cases, however, the di�erence between the winning method and the

best-performing gru4rec con�guration is statistically signi�cant.

�is is indicated by a star symbol in Figure 1.

4.1.3 Listening Logs Datasets. Figure 2 shows the accuracy per-

formance of the algorithms on two selected listening logs datasets.

4
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time stamps in this dataset are given only in the granularity of days.
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Figure 2: MRR results for the listening log datasets.

Similar to the e-commerce datasets, in all measurements, a frequent

pa�ern approach, namely the sr method, outperforms gru4rec.

Here again, for MRR@20, the recommendations of sr are sig-

ni�cantly more accurate than the recommendations of gru4rec.

Note that on the music datasets, we apply gru4rec(100,top1) and

gru4rec(100,bpr), which use 100 hidden units and the TOP1 and

BPR’s pairwise ranking loss function, respectively.
5

�e tknn method – the time-aware extension of knn– works

always signi�cantly be�er than the knn method on the listening

logs datasets. tknn also outperforms both gru4rec con�gurations

on the #nowplaying dataset for list lengths larger than 1.

Another observation on the listening logs datasets is that the

sequence-based approaches (sr, tknn and gru4rec) work signif-

icantly be�er than methods that do not consider the temporal

information in data (knn and ar).

4.1.4 Playlists Datasets. Figure 3 shows the MRR results of the

algorithms on the playlists datasets. On both datasets, the temporal

extension of kNN, tknn, leads to the best results across all recom-

mendation list sizes and signi�cantly outperforms both variants of

gru4rec. �e performance of all other methods, however, seems

to depend on the speci�cs of the datset. �e sr method works

well on both datasets. �e relative performance of the ar method,

however, depends on the dataset and the list length at which the

measurement is made.

One interesting observation that we made for the music datasets

is that the relative performance of knn strongly improves in terms

of the hit rate
6

when the recommendation list length is increased.

�is can, for example, be seen in Figure 4, which shows the hit rate

results for the #nowplaying dataset. �e hit rate of knn on the

#nowplaying dataset that is about 3% for list length one increases

5
Repeating the experiments with 1000 hidden layers for the gru4rec methods did not

lead to any be�er results on the music datasets.

6
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space reasons, are similar to the MRR results.
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Figure 3: MRR results for the playlist datasets.
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Figure 4: HR results for the #nowplaying dataset.

to 24% for list length 20. At the same time, the hit rate of some of

the other methods only slightly increases, e.g., from 6% to 15%. As a

result, across all four investigated music datasets, knn outperforms

all other algorithms in terms of HR@20. A similar trend can also

be seen for ar, the other non-sequential approach.

4.1.5 Aggregated Ranking of Algorithms. To determine the rank-

ing of di�erent algorithms based on their accuracy results (MRR@20)

across all six datasets, we applied the Borda Count (BC) rank aggre-

gation strategy [10]. �e results show that sr and tknn are both

ranked �rst (30 points), followed by ar as the second best algorithm

(20 points). �e gru4rec method with TOP1 ranking loss is ranked

third (18 points). Finally, knn and gru4rec with BPR ranking loss

are ranked fourth (15 points) and ��h (13 points), respectively.

4.1.6 Hybrid Approaches. We conducted a variety of additional

experiments with di�erent hybridization methods as described in

Section 3.1.6 to analyze the e�ect of combining the algorithms. In

general, a weighted combination of the two normalized prediction

scores of a neighborhood-based and a sequence-based method led

to the best results in our experiments. For instance, the combination

of knn and sr with a weight ratio of 3 to 7, wh(knn,sr:0.3,0.7), out-

performed all other individual algorithms on the 30Music dataset.



Table 3: Results of the hybrid methods for 30Music.

Method HR@5 MRR@5 HR@20 MRR@20

sr 0.285 0.233 0.332 0.238

knn 0.142 0.069 0.342 0.089

gru 0.275 0.222 0.315 0.226

wh(knn,sr:0.3,0.7) 0.298 0.243 0.386 0.252
wh(knn,gru:0.6,0.4) 0.261 0.144 0.396 0.159

Another example is combining the normalized score of knn and

gru4rec(100,top1), which can outperform other algorithms in

terms of HR@20. �e di�erences between the winning hybrid

approaches (printed in bold face in Table 3) and the best perform-

ing individual methods in each measurement were statistically

signi�cant. Similar results were also achieved for the other datasets,

which we do not include here for space reasons.

4.2 Additional Analyses
Since prediction accuracy might not be the only possible relevant

quality criterion in a domain [19], we made a number of additional

analyses as shown in Figure 5.

4.2.1 Popularity Bias and Catalog Coverage. As in [22], we �rst

measured the average popularity of the top-20 recommendations

of the algorithms to assess possible recommendation biases. �e

popularity of an item is computed based on its number of occur-

rences in the training dataset. Overall, the recommendations of

non-sequential approaches (knn and ar) shows the highest bias

towards popular items. �e sequence-based approaches (sr and

gru4rec), in contrast, recommend comparably less popular items.

Additionally, we analyzed the catalog coverage of each algorithm

by counting the number of di�erent items that appear in the top-20

recommendation lists of all sessions in the test set. Overall, the rec-

ommendation lists of gru4rec and sr include more di�erent items

than the other algorithms. �e recommendations of neighborhood

methods, knn and tknn, on the other hand, focus on smaller sets of

items and show a higher concentration bias. �is can be explained

by considering the sampling strategy of knn which focuses on a

smaller subset of the sessions, e.g., those of the last few days.

4.2.2 Computational Complexity and Memory Usage. We mea-

sured the training time as well as the needed memory and time

to generate recommendations for each algorithm. On a desktop

computer with an Intel i7-4790k processor, training gru4rec on

one split of the RSC dataset with almost 4 million sessions and in

its best con�guration takes more than 12 hours. �is time can be

reduced to 4 hours when calculations are performed by the GPU

(Nvidia GeForce GTX 960).
7

�e knn method needs about 27 sec-

onds to build the needed in-memory maps, see Section 3.1.2. �e

well-performing sr method needs about 48 seconds to determine

the rule weights. A speci�c advantage of the la�er two methods

is that they support incremental updates, i.e., new events can be

immediately incorporated into the algorithms. Creating one rec-

ommendation list with gru4rec needed, on average, about 12 ms.

knn needs about 26 ms for this task and sr only 3 ms.

7
Training the model for 6 month of data using the GPU lasts about 8 hours.
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Figure 5: Popularity biases and catalog coverages of the al-
gorithms on three sample datasets.

�e raw data used for training the algorithms in this speci�c

experiment (one split of the RSC dataset) occupies about 540 MB

of main memory. �e data structures used for training sr and knn

occupy about 50 MB and 3.2 GB, respectively. �e model created

by gru4rec needs about 510 MB. Note that memory demand of

gru4rec depends on the algorithm parameters and signi�cantly in-

creases with the number of items. For the music and Tmall datasets,

the memory demand of gru4rec exceeded the capacity of our

graphics card. Running gru4rec using the CPU is multiple times

slower than when a graphics card is used.

5 CONCLUSION AND FUTUREWORKS
Our work indicates that comparably simple frequent-pa�ern-based

approaches can represent a comparably strong baseline when eval-

uating session-based recommendation problems. At the end, we

could �nd at least one pa�ern-based approach that was signi�cantly

be�er than a recent RNN-based method. In particular the sr method

was surprisingly e�ective, despite the fact that both learning and

applying the rules is very fast.

Our results also indicates that the “winning” strategy seems to

strongly depend on the characteristics of the data sets like average

session lengths or repetition rates. Further research is still required

to understand this relationship. In our future work, we will investi-

gate the performance of additional session-based algorithms. �ese

algorithms include both ones that are based on Markov models, e.g.,

Rendle et al.’s factorized Markov chains [34], as well as recently

proposed improvements to gru4rec, e.g., by Tan et al. [38]. We

expect that continuously improved RNN-based methods will be

able to outperform the frequent pa�ern based baselines used in the

evaluation reported in this paper. �ese methods can, however, be

computationally quite expensive. From a practical perspective, one

has therefore to assess depending on the application domain if the

obtained gains in accuracy justify the usage of these complex mod-

els, which cannot be easily updated online and whose predictions

can be di�cult to explain.
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